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1. INTRODUCTION 
14 f

This semiannual technical report covers research carried out by the
Advanced Teleprocessing Systems group at UCLA under ARPA Contract DAJ-IC
lS-73-C-0368 during the period January 1, 1977 to June 30, 1977. Advance-
ments have been made on all four contracted tasks; namely, ground radio
packet switching, satellite studies, resource sharing and security. In
the following paragraphs, we describe the progress and point to the list
of references which represent the published work resulting from this
supported research.

Following this summary is a list of publications produced as a result
of the recent research on this contract covering the six months being
reported. This list contains only those articles and reports which, in
fact, did appear in print. Papers which have been submitted (of which
there are many) are not listed here, but will be listed in future reports
as they appear in the published literature. As usual, we devote the main
body of this report to the detailed presentation of one aspect of this over-
all research, and we simply mention the other areas briefly in this summary.

The research reported in the main body of this document discusses the
effect that packet-switching networks have on “stream traffic”. An example
of stream traffic is packetized speech; other examples are real-time
traffic generated, for example, from real-time sources such as television
cameras, temperature-monitoring systems, etc. The characteristic of this
traffic is that it has a time constraint as well as a throughput constraint.
The time constraint is that the roundtrip delay must not exceed a threshold
before the usefulness of the data becomes lost; in addition , the timing be-
tween delivered packets must not be too large or the continuity of the
signal is lost. The throughput constraint comes about because the traffic
continues to be generated and requires a moderate (if not high) bandwidth
through the network. However, an advantage of stream traffic is that not
all of it must be delivered ; in some sense, it is volatile and becomes stale.
This kind of traffic is very different from that which the ARPANET was
originally designed to carry and, as one might expect, some unusual phenomena
occur when sent through a packet-switched network. The particular details
in the following report represent the Ph.D. dissertation of William E. Naylor
(chairman, Leonard Kleinrock) and the work is entitled “Stream Traffic Com-
munication in Packet-Switched Networks.” Whereas the effort was to study
stream traffic flow through a network , it turns out that a large effort was
devoted to studying the routing procedure (in particular , the periodic up-
dating procedure) in the ARPANET. It was found that this routing procedure
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severely affected and degraded stream traffic performance and so a number
of suggestions were made and evaluated as regards the priority ordering
of updating. A loop-free algorithm for updating routing tables is also
presented and proven to be loop-free. Lastly, the tradeoff between gaps
in transmission and delay in reception of that transmission is studied.
A number of simulations and measurement experiments are reported which
confirm and support the analytical treatment given in this work. Further
details can be found in the abstract and dissertation reproduced in the
main body following the list of publications.

The first four references in the list of publications pertain to the
behavior and analysis of landbased computer networks. The first paper
describes some additional experimentation for the design of packet networks
and su.nnnarizes some of the successful design procedures which we have de-
veloped. The second paper on the analysis of buffer allocation schemes
describes various ways for sharing storage in a multiplexing node within a
computer network. The third paper summarizes a portion of a study of hier-
archical routing in large networks and shows the tradeoff between the length
of routing tables and the path length presented by those routes. The fourth
paper has to do with flow control and throughput in the ARPANET. It points
out some traps and degradations which may arise in networks, shows how to
correct them and then warns against the kinds of effects which produce dead-
locks. The fifth paper on packet switching in radio channels represents a
contribution to our work in ground radio packet switching. It presents a
new scheme known as mini-slotted alternating priority (MSAP) and presents
the performance profile for this system. Its particular usefulness is in
the heavy traffic case since it achieves a capacity of 1 and still provides
rather efficient communications delays. Further, it discusses the regions
in which various access schemes are optimal . Overall, the advancements in
ground radio packet switching has moved alone extremelY well. A number of
publications have been accepted and will be reported on in the next semiannual
technical report.

The main report on stream traffic in packet networks is given after
the following list of publications.

:11
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ABSTRACT

This research dea ls with the tr ansmission of stream

traffic through packet switched networks. Stream traf fic

communicati on is characterized by 1) a require neit of smaLl

response time and moder ate throughput , the fact that 2) tim-

ing is an integra l part of the inform ation and that 3) the

information is redundant and somewhat tolerab le to loss.

Remote voice communica tion provides an example of stream

traffic communication. Trad itional dedicated cormunicat ion

systems supportin g stream tra ffic have exhibited fixed capa-

city and fixed delay . In such system s each user is assigned

a communication link whose capacity is Laroe enouc~h to sup—

port that user ’s peak load. While timing is easil y

preserv ed by such systems~ it is difficult to share co~ muni—

cation links . This research explores systems in ih ic h the

communication channeLs are shared among many users~ thus

causin g delay and capacity to vary . ..

The first area of concentration is an exa mi nation of

some imp o rtant factors which adverse ly affect delay in pack-

et switched networks. The ARPANET is used as an example of

su ch a netw ork. We focus on Loop contro l in adaptive rout-

ing, priority assignmen t , and the effect of periodic update

routing in Large networks. Suggestions are offered for per—

forinance improve m ent in these areas. Ana lysis and simu ta—

ti~ n are .ised to pre l i c t the ma gnitude of improve m ent. ~
y

modifying the ARPANET procedures in the ma nner suggested ,

a— ~~~~~~~~~~~~~~~~~~~~~~~~~~



measure m ent and simulation indicate that a 40~ to 50% rer4uc—

tion in average delay may be achieved .

ruen wi th improved performance a packet switched net—

L work exhibits variable delay due in genera l to the possible

queueing of packets at channels in the network. With stream

traffic it is important to preserve the relative timina of

the information as closely as possible. This is accom-

plished by smooth inq the departure of infor m ation with

buffering . This is the second mai n area of concentration.

We propose buffering schemes wh ich adapt to chan ging network

delay and w h- ch trade output smoothness against buffering

deLay. Tt~ fDrm anc e of the buffering strategies is com-

pare d b ’ ~~~ and simulation.

vi
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CHAPTER 1

INTRODUCTION

1.1 Rtc~ ot. !i~tQu Q1 ~k~t ~~i~chj n~
since the development of the ARPANET tRobe 70] in the

Late 1960s by the Advanced Research Projects Agency of the

United States Department of Defense. there has been an ever

in creasing amount of activity in the area of packet switch-

ing research . deveLopment, and implementation. The ARPANET.

built primarily by Bolt, Beranek and Neuman. Inc., Cam-

br idge. Massachusetts (BBN), is the most widely known exam-

ple of a packet switched network. Other networks are emerg-

in g as many agencies . countries and federations are current-

ly funding research and/or building packet switched net-

works. Amon g these are WWMCCS [Beno 71]. NPL CBar t~ 703.

CYCLA DES EPouz 73), DATAPAC [DPAC 74], COSTII [Barb 72], to

name a few. The first commercial packet switching service

is now in operation In the U. S. (operated by TeLenet Corn—

mun ic ations Corporation ) [Math 75].

Extensions to the ARPANET form of packet switching have

taken pLace and have Lead to experimental systems —— ALOHA

CAbra 70). PRNET [Kahn 75], SATNE T (KId 73]. ETHERNET

(I4etc 77). CurrentLy . the interconnection of such networks

(McKe 74a] and the standardization of protocols tPouz 75).

(Hove 76] are each of considerable interest in the data

_ _ _ _  
1

_ _ _ _ _ _ _  . - ~~~~~ --.
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communications community. ALso of interest are aspects of

secur e communications (Farb 75).

I~~ ~iii~.Dt ~t~&t~~ Q~ Q~~~~ t

Here we describe the importan t (so far as we are con-

cerned here) properties of a packet switched network. A

packe t switched network (of the ARPANET form) incorporates

switching computers within the commun icat ior .s media. The

ne twork consists of HOSTs (i.e., packet or message sources

—— computers or terminals) and a subnet to which the HOSTS

are attached. The subnet contains switching nodes (caLLed

IMPs in the ARPANET [Hear 70]) which are connected , with

some topology , by a set of communications lines or channels.

HOSTs are connected to the network at switching nodes. ~

source HOST sends a message (to a destination HOST) hy

delivering the message , with the address of the destination

HOST, to its connected switching node. The switching node

then treaks the inessaae into one or more packets. Each

packet is then forwarded (if necessary) by the switching

node to one of its neighbors (i.e., another switching node

which is directly connected to the forward ing node) the

choice of neighbors being governed by the routing procedure.

Each node. which encounters the p?cket . forwards it to a

neighbor the choice of which is again based on tte rout in~

procedure.

O f ten th ere is  some f o r m  ~f error detection and

recovery in the forwarding process in order to assure the

correct receipt of packets. In the ARPANET , for example ,
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there is a checksum appended to the packet at the sender

which is checked by the receiver. OnLy when the ctecksu m is

correct and buffer space is available does the receiver

return (sometimes “piggybacked” on reverse traffic ) an ack-

nowle dgement (ACK) to the sender. If a sent packet has not

received its A CK within a certain time (currently 128 mil-

Liseconds ), then the packet is retransmitted.

The forwarding process is repeated until the packet

arrives at a switching node which is connected to the desti-

nation HOST . at which po i nt the packet is reassembLed with

the other packets of the same message. When alt its packets

have arrived the message is sent to the destination HOST.

In the ARP A NET this finaL step creates an end—to—end ack-

nowLedgement called a Ready—for—Next—Message (RFNM) which is

Sent back to the sender.

At each forwarding step, often calLed a hop. along the

way a packet incurs some processing delay which is required

to make the routing decision (i.e., to which neigh b or to

route this packet). ALso, it may encounter a cueue of pack-

ets waiting to be sent to the neighbor and must therefore

wait until aLl (higher or equal priority ) packet e have been

serve d (i.e.. sent to the neighbor ) b’fore it may use the

channel. In parti cular , this may result in variabLe deLay.

That is, a message sent from A to B at time to may experi-

ence a different delay than a similar message sent at time

tl. The maximum attainable throughput from A to P may vary

w ith time as weLl , since it will d epend on the LeveL of

_ _  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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interference from other communi cating HOST pairs.

Packet switching promi ses greater efficiency of

resources by sharing those resources amon a many users . each

of which uses only a smalL portion of the totaL capacity.

The savings, at least in part . are passed along to the user.

With the rapid growt h of data communication s we sha Ll surety

see more and bigger packet switched networks emerge.

Pecause of its digita l nature , today ’s packet switchin g

technolo gy has been designed and used chiefly for data com-

mun ications (e.g., terminaL—to—computer and comouter—t o—

computer). Other forms of communication (i.e., voice),

which have traditionally been accompLished by analog

methods , are now beg i nning to use dig ita l technolo gy .

1.2 ~Qj~~ gQ~~ ~j9jL~
j

The advent of inexpensive , highly reliable di gita l

transmission equipment has already led to the use of such

c i r c u it s in  “shor t—hauL” voice communic ations (Jame 72).

Also some 40 mil l ion circuit mites of digita l trunks were in

place by the end of 1975 (FaLk 77]. There seems little

doubt that the use of digital transmission will increase as

time progresses. ~e are toLd by GalLager [Gall 77a] that

the miLitary wiLt use an ~jj digitaL telephone network in

the 1980’s. Cost w ILL be the most important reason for

conv ersion to diaita t transmission. Accordin o to Falk

(Fal k 77] “BeLl Canada plan s to save $40 million a year in

capital costs by using new di gital equipment ”. Another

4
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consideration is that a di qitat si-anal is much easier to

encrypt than is an analog signal. This could Lead to a far

more secure means of voice communication.

simple digitization requires a data rate of t~etween 50

and 6(i kilobits per second (kbps) to pr ovide quality equal

to conventional telephone equipment. This is extremely high

compared to current requirements in data communications.

Fortunately , speech is highly redundant and can therefore be

significantly compressed.

1.3 
~~~~~ ~~t~i~i~o ~t~t~h

There are two methods of compression currently under

study by the ARPA Network Speech Compression (NSC) group —

(a) continuous variable slope delta modulation (CVSD)

[Fora 74] and (b) Linear oredictive coding (LPC) fAta l 71].

Experimental studies of remote voice communication using

these two schemes have already taken place in the ARPANET.

The CVSD scheme transmits one bit per sampte , whose value (1

or 0) depends on whether the last synthesized point is above

or below the current input. This scheme provides acceptable

quaLity in the 8 to 20 kbps reg ion [Forg 74). The experi-

ments in the ARPANET with this techniq ue used a peak rate of

10 kbps and experienced deLays on the order of 2 to 4

secon ds between speaker and listener (over a 10 hop network

path), as reported by Cohen in [NayL 74a). The LPC method

is based on a model of the vocal tract and assumes that a

speec h sample may be approximated by a Linear combination 
of5



the previous n samples. The coefficients in the linear com-

bination are slowly vary ing quantities. This algorithm pro-

vides high guaLity speech In the range of 2.4 to 9.6 khps

[AtaL 71]. With refinements such as DELCO [Maqi 73]~ one

can achieve average data rates of 1.2 to 4.8 kbps. A recent

experiment in the ARPANET had a peak data rate of 4.1 kbp s

and an average of 1.4 kbps, with acceptable qua lity , usin g

the LPC compression scheme [McCa 75).

This research has created . in essences a new form of

“data ” communication , and provides the opportunity to apply

packet switching technology to the area of remote voice com-

munication. Human speech contains a great deal of redundan-

cy and silence. During sitence. with most dedicated or

switched circuit systems the channel remains unused. Packet

sw~ tch inq wou ld aLlow this dead time to be used by others

thus aLlowing greater channel efficiency which eventua lly

translates to cost savings.

1.4 Ib~ ~~~~~~~~ci~ ti~~ Qf ~~~~~ u~i1i~
This dissertation investigates a set of problems relat-

ed to the use of packet switch ing technology for the purpose

of stream traffic communication . Remote voice communic ation

Is an exampLe of stream traffic communication. Let us dc-

fine stream traffic. Stream traffic is characterized by the

follow ing three properties :

1) smaLl response time and moderate throuahput are

regul re d,

k J  
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2) timing is an integral part of the information , and

3) the information contains redundancy.

Property 1 aLlows for the possibility of real—time

interactive communication between two or more locations.

This property atone makes stream traffic distinguishable

from the two classical form s of dat a communication. Packet

switched networks have, in general, been designed to carry

traffic which has traditionally been classified into two

categories: (a) LO — low deLay (interactive), and (b) liT —
high throughput (fiLe transfer). As noted by Cohen , Cpder—

beck and Kteinrock [Opde 74), stream traffic communication

falls into yet another category (c) ST — stream traffic ,

requiring both Low delay and moderat e throughput.

Not only are the tran smission requirements of stream

traffic unique , but the inform ation itse if is of a somewhat

different nature than the usual data communication. Proper-

ty 2 indicates that each unit (bit, if you will) of informa-

tion has an associated (possibly implied) time stamp and

that the relative tim ino of the information should be

preser ved as well as possibLe by the transmission media.

Although sequencin o is important , in ordinary data communi—

cations there is no notion of timing associated with the

information. UnLike tra ditional data comm unic ttion . the

informa tion in stream traffic is somewhat redundant. This

means that the information is Less vul ner ab le to toss within

the system than for traditional data communication. The

communication media may Lose a small fraction of the

7
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information without seriously affecting the quality. Thi s

is clearly distinct from. say. remot e job entry in which a

very precise spe cification in the form of a proaram is th e

object of communication. and therefore no Loss at all can be

tolerated.

This characterization of stream traffic is intended to

fit two— (or more ) way interactive voice comm unic etion .

There are other areas of communication which may possess

these properties as well. Distribution and LocaL broadcast

of Live (or delayed and transmitted from the source in

real—time ) radio or television programming would appear to

have the three properties. While there is no interaction

required of such one—way systems, Low de l ay may he required

due to tack of buffe r space at the receiver. Television in

particular requires extreme ly high through put by ARPA N ET

standards. Therefore the cap acity of a network designed to

carry television must have a capacity so that the television

transmission consumes only a moderat e portion of that capa-

city. 
-

1.5 ~~~~~~ t.ti~ Q.CQbi~!n

There are two main areas of emphasis which are explored

in this dissertat ion .

1) Identify and examine those design considerations (of

packet switched networks) which have a significant

impact on the performance of stream traffic communi-

cation in a packet switched environment.

~
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2) Given a (packet switched ) networks examine some

sending and receiving policies which attempt to bat—

ance the preservation of the relative timing aoainst

end—to—end deLay.

Since the ARPANET is a convenient example of a packet

switched network , we examine it as a case study and attempt

to extract some generaL results about designing a packet

switched network aimed at the ST class , but still retaining

capabilities in the other classes. The emphasis here is to

reduce delay in order to satisfy property (1). Loop con-

trol , system priorit ies , and the effects of periodic routing

up dates are among the issues of concern under area (1).

II

1.6 ~~~~~~~ ~~~~it~
In ~~~~~~~ ~ we investigate the occurrence of loops

caused by routing update procedures. 
~
3y routing we nean the

process by which pack ets are directed from switch to switch

through the network. This definition is intended to include

the structure and use of local routin g information as weLt

as the upQating of this local information. Routing algo-

r ithms are broken into four classes in [Crow 75]; (a) “non-

adaptive ” or f ixed — where the route between any two nodes

r e m a i n s f i x e d. (b) “CentraLized adaptive ” — in  w h ic h rou t es

are dynamically mo dified by a central overseer. Cc ) “Iso-

lated adaptive ” — where routes are changed dynamicaLly by

each node without sharing informati on among the nodes. (d) 

- ~~~~~~-. _ _ _ _  ~~~~~~~~



- -  -~---~— • - --—- — —--
~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ —

~~~
- - -

~~~~~~~~~~~~~
—— — 

~~~~~~
—--.-- 

~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~ 
-
~~~~

.

“Distributed adaptive ” — in which routes are dynamica lLy

changed by each node with information shared amona the nodes

in the form of routing update packets. It should be clear

that loops would be forbidden in types (a) and (b) by a

small amount of care . It would appear to be impossibLe to

prevent loops in type Cc). We therefore concentrate our

efforts in studying the distributed adaptive type algorith m .

The existence of routing Loops under a routing orocedure is

a possible source of performance degradation. Packets which

are trapped in loops have increased network delay. If a

Loop persists sufficiently long, then interaction is ham—

pered if not destroyed (i.e., property (1) is violated ). In

(Nayl 75] a loop—free routing algor ithm is presented. It

was show n that this aLgorithm cannot create loops, but its

operational characteristics required further examination.

We investigate the operational characteristics of th is and

other algorithms through the use of simu lation . A local

Loop— free (or ping—pong — free ) algorithm is found to perform

best amona those algorithms tested.

In 
~~~~~ ~ we consider priority assignment among

tasks w ith in the system. An importa nt issue in the perfor-

mance of a network is the assignment of the p riority among

the various functions within a node as well as the priori-

ties assigned to the transmission of packets on the chan-

nels. As an example, we have found that under the current

ARPANET strategy . packets waited as lonç, on the average.

for the processor as for the transmissi on channels. This is

10
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due to the fact that routing update packets and non—routing

p ackets (i.e., data and control disti nct from routina update

packets ) are processed in first—come—first—served (FCFS)

order within the nodes. In addition some of the nodes in

the network spend more than 502 of their total capacity just

process ing routing updates , compar ed to “only ” 1~’X rou tinq

overhead on the channels. Examination of this prob lem iso-

lated to a single node suggests that since, in the current

ARPANET , routing packets require app roximately 4C times the

pro cessina time that non—routin g packet s require , the pro—

cessing of routing packets shouLd be done at a lower priori-

ty. Simulation of the system as a whole , suggests that the

local optimum leads to a global optimum in terms of mean

delay and network throughput. Therefore , by modifying the

pri ority structure one could reduce delay and thereby assist

in complying with nroperty (1).

In ~~~~~~~ ~ we show some interesting delay behavior

for a periodic stream traffic source. The behavior is due

to the periodic nature of the rout ing update procedure. The

curren t ARPANET scheme prov i des for periodic updates . and

with the growing size of the network the rate of routin g

updates has been increased to allow for better prop a~ etion

of information through the network when congestion or

Ia’ lure occurs. We show that one must pay a high price , in

terms of delay , for this feature durin a normal operation

however. Under normal conditions routing updates are not 
—

required very often since most routes need not change much. 
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Long term data on ARPANET reliability shows that netwo rk

component failures occur very infrequently compared to the

routing update period. These results suggest an asynchro-

nous method of updating routing tables. This would result

in Lower average deLay and thus help prov i de property (1).

Under the second area of emphasis we concentrate on

methods which attempt to preserve the relative timing of the

information without destroying property (1). In 
~~~~~~~

we examine buffering strategies . at source and destination.

which attempt to minimize gaps in the Output stream and at

the same time attempt to minimize the delay between speaker

and listener. We found that delay varie s quite rapidly and

therefore delay prediction could not be used to adjust to

the network dynamics on a message by message basis; rat~ er

we found that the sending strategy shouLd remain fixed for

“Lonri ” periods.

More extensive resutts are foun d to predict the perfor-

m a n c e  o~ destination bufferin g schemes. We define some

delay prediction techniques and two playout methods. eased

on some assumptions on system delay we have developed models

of the system behavior in terms of del ay and aap probabili-

ty. The solution of the models requires the knowledge of

the system delay distribution. Fxact results are obtained

for the exponent iaL di stribution and shifted exponential

distribution. Numerical integration is used to obtain

results for an ErLan q family of distribut i ons whi ch previous 

- - - - - --~~~~~~~~~~~~ 
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models CKL e i 64] teLl us is a somewhat better model of net-

work delay. Finally by simulation we compare the perfor-

mance of our delay varia tion estimation technique to a deLay

tracker method which has been used experimen talLy in the

ARPANET , and to a planned revision of that scheme.

Cha~~ gr ~ l i s ts our co n c l u s i o n s  an d su gge st s som e a re as

of interest for further research.

Our critical examina tion of ARPANET procedures has had

an impact not only stream traffic communication , hut on the

efficiency of packet switching in general. The study of the

performance of destination buffering schemes has provided a

framework in which other such techniques may he examined.

We believe strongly that stream traffic communication (re—

mote voice communication in particu lar ) is within tt’~e r e a l m

of uses for packet switche d networks , but much work is need—

ed in order to produce a usable system.

_ _  _ _  
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CHAPTER 2

LOOP CONTROL IN ADAPTIVE ROUT ING*

2.1 
~Q Q ~ A~~jQ~

In a packe t—switched network in which some scheme of

adaptive routing of packets is used, there exists the possi-

bil it y that packets wilt become trapped in loops. That is,

packets nay be routed in such a way that they return severaL

times to some set of node s for at Least a finite period of

time before reaching their eventuaL destination , thus vast—

m a  network bandwidth and significan tly increasing message

delay. Routing loops are of concern in stream communication

primarily because of this increased delay effect . In this

chapter we consider procedures for controlling such loops.

The problem of looping in adaptive routing has been

known to exist for some time [Kahn 71], [FuLt 72].

EGerl. 73], [McQu 74], [Cegr 75]. [Pick 76], (GaLL 77]. Pre-

vious approaches to this problem have been to detect and

remove Loops [Kahn 71], [FuLt 72], or to reduce the in-

c idence of such loops [PicQu 74], (Cegr 753. Gerla [Gerl 73]

proved that an optimal routing policy must he Loop—free.

More recently . with a procedure known as the “ l a s t in no d es

visited” (LMNV) aLgorithm [Pick 76], the p? ckets are

* This chapter is a revised version of (Nayl 75].
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pr evented from Loopin 9 in Loops of size m nodes or smaller.

Ga Llager has created an optimal routing scheme which is

loop—free (GaLL 77]. We first give two examples of existing

networks whose adaptive routing aL )orithms can cause such

loops. We next investigate the orde r of magnitude of the

degradation due to Loops. We then describe a ne~ ping—

ponq—free and a new loop—free algorithm. A formalism for

dealing with the loop problem is introduced in order to

prove the loop— free properties of the algorithms.. Then by

way of simulation we compare the performance of severaL of

the routing update schemes.

2.2 Ex~ rnQj~~ ~1 I.QQ~ifl~

Below we describe four routing update procedures at

Least three of wh ich may cause b oos to occur. There is a

degree of commonali ty among these schemes. In each pro-

cedure there exists a routing table at each node whose en-

tries indicate the direction (i.e., the channel or neighbor

address) in which to send a packet headed for a particular

destination (see Figure 2.1). When a packet arrives at a

node (say node i), one uses that packet’ s destination ad-

dress d as an index into the routing table to determine the

ch annel c (j,d) over which to route that packet. The differ-

ences in these routing procedures appear in the updatirg of

these tabLes.

15
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Destination ddress chann& addr.u D&ay estimate

d c(i,dJ t(i,dl

Figure 2.1. Routing table (node i)
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2.2.1 ~EE~ N~I ~~~~ u rei

Each of the f i r s t  three procedures have been used in

t he ARPANET [Robe 70]. (PicQu 72]. The first two can cause

Loops. The third scheme is currentLy in operation and is

bel ieved to prevent at Least ping—pong loops.

2.2.1.1 !~~QQ ~t2fl~ C2Ut1fl2 (LEe.)

In the ARPANET each entry in the routing table consists

of (among other things ) a delay estimate and the address of

the channeL for which that delay estimate holds [McQu 74],

(PicQu 74a], [Klei 763. The table is updated upon the ar—

rival of a routing message from a node ’s nei ç~hbor. The

routing message is a copy of the delay portion of the

neighbor ’s routing table. The delay estimates in that

no de ’s routing table are compared with the routing table

delay e s t i m a t e  ent r ies  in the arr iv ing update message plus

the delay f rom that  node to i ts neighbor (current ly  4 units

+ 1 unit fo r  eac h packet on that channel’ s queue). The

smal ler  of the two  vaLues  rep laces  the  routing tab le  e s t i-

mate and the “best delay channel”  is chanaed if n e c e s s a r y .

More p rec i seLy ;  Node i upon receipt  of a routing update

pack e t from neighbor node j performs the foLlowi nc ’ aLgorithm

f o r  eac h d:

1 t’(i.d) = t (j,d) + q(i,y) + h

— 2 if t ’(l ,d) < t (i.d) then c(i,d) = c ’(i,i)

3 If c (i,d) = c ’(i.j) then t (i,d) = t’(i,d)

U - - ---- - -~~~ - -~~~~~~ 
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w h e r e  t (j ,d)  = the delay es t imate  f rom node j to node d.

q(i.j) = the Length (in packe t s )  of the queue from node i to

neighbor node j , h = the one hop delay bias (currentLy 4

units in the ARPANET ) ,  c(i,d) = the (nex t)  channel on w h i c h

to route a packet  residing at node i dest ined for node d~
and c ’ ( m ,j )  is the channel w h i c h  connec ts  neighbors i and j .

This is a sim plification of the actual algorithm , but the

essent ia l  f ea tu res  are reta ined.

Consider the ne twork  topology p i c tu red  in Figure 2.2.

We are concerned w i t h  the e s t i m a t e d  delay f rom nodes P and C

to some d i s tan t  node 0. We w i l l  use the fo l low ina  n o t a t i o n

of (Klei 75a] :

d/A d = es t ima ted  delay to node 0

A = next  neighbor in path to D

B—>C node B sends a routing update to  C

Figure 2.2. A portion of a network.

The foLLow ing  sequence may occur  if B’ s de lay  es t ima te  to 0

increases rapidly (at the second step in the sequence ) .

Node P Node C

B—>C t / A  t +4/B

A—> B t - +9 /A

C— > B t +~ IC
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B sends an update to C wh i ch  s e t s  up the init ial s t a t e .

Non—empty queues are formed w i t h in A and B (B in A ’ s direc-

t ion  and A awa y f r om B) when A sends an update to B. This

i n c r e ases D ’s deLay e s t i m a t e  by 9 uni ts.  C then i ns t ruc ts  P

(based on B’s old delay estimate ) that the delay via C is

now smaLler. This causes B to point the route toward C. but

C still points toward B. Therefore a loop is created.

2.2.1.2 ~iQ11Q d2~ti t2W t~i!1g (!i2~
)

This kind of Loop w a s  e l im ina ted  by the addit ion of the

constraint that if the delay estimat e changes by more than ~

units on a given line be tween updates then the node enters

“ ho ld—down ” s t a t e  on that Line and w i l l  not s w i t c h  (even

though the delay estimates may be better in another direc—

tion ) for approximately two seconds. We will not attempt to

exp la in  th is  furthe r than to say that it allows for news of

drastic changes to propagate through a part of the network

before routing changes are made . For further details see

CMcQu 74].

Let us cons ider what may happen when P’ s de lay est imate

to node D gradua L L y  i nc reases .  We assum e that there are

t w i c e  as many routing message s  from C to B as from P to C.

This is poss ib le  because the ra te  at w h i c h  updates occur  is

based on Line speed and Line utilizat i on. For a 50 kbps

L ine th ey o c c u r  a t a m i n i mu m ra te of on e every 640 msec. and

a max imum of one every 128 msec. (See Chapter 4 for a more

comple te description. ) We denote tine hold—down by an

~~~~~~~~~~~~~~~~~~~~ -~~~~~~~~~~~~~~~~ — - - - - - -
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exc lamat ion  point in the f o t L o w i na  sequence.

Node B Node C

B— >C t / A  t+4 / B

A—>B t +5 /A

C— >B (no change ) 5

A— > B t +9 /A

C—>B t+81C

B— >C t +13/ P’

C—>B t + 17 / C ’

This Loop (ca l l ed  a loop—trap in [Kle i75a] )  w i l l  remain for

a period of app rox ima teLy  two seconds (the hold—down t ime )

Condit ions s imi lar  to this have been obse rved  on seve ra l

occas ions ,  and account ,  at Leas t  in part.  for the degrada-

tions suffered during experiments with stream commun ication

in the ARPANET (Cohe 74], (NayL 74] . (Forg 75) .

2.2.1.3 ~Q~j1jg~ h~i~—d~~ci rQW& iflQ (~~ QI)

Not ice  that the example of a loop under HOP is a result

of the variable rate updating . After Loop—tra ps were ob-

served [Na yt 75), the hotd-~dovn scheme was modif ied in 1q75

to make the criteria - for entering hold—down independent of

upda te rate. That is to say whenever a delay estimate

chan ges by more than eight unit s ove r an arbitrar y number of

updates then hold—down Is entered . This means that a aradu—

al build up of traffic can cause hold—down to occur. In

fac t hold—down wouLd occur prio r to many routing changes.

- — -
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This change may have produced a toop— free routing algorithm.

(We shall not attempt a proof or count erexamp te here.)

Surely some (possibly many ) desirable route changes are

eliminated or delayed by such a scheme however.

2.2.2 Iti~ II~ t~ ~~I ~~~~~~~~~

This loop phenomenon is not unique to the A R PA N ET.  as

we  now show.  The e n t r i e s  in the rout ing tab le  proposed for

the T IDAS ne two rk  in [Ceg r  75] con ta in  a de lay  e s t i m a t e  for

~~~~ of the node ’s channels  to a des t ina t ion .  The early

ARPANET had such tab les  as we l l  until the s i ze  of the net-

work  p roh ib i t ed  them. When a packe t  a r r i ves,  the routing

procedure chooses  the channe l w i t h  the smal les t  de lay es t i-

mate (to the packet ’s des t i na t i on)  in the table.  and routes

the pack e t  over that channeL.  Updates of the tab le are done

in two w a y s :

a) “ inside” (i.e.. using only Loca l  in fo rmat ion :  queue

lengths and prev ious  delay e s t i m a t e s ) .

b) “outside ” (i.e.. using in fo rmat ion  contained in a rout-

ing message f rom one ’s ne ighbor) .

The routing message conta ins a delay est ima te  v e c t o r  w h i c h

g ives the de lays  f rom the sending neighbor but not through

the rece iver  of the routing message.  That is, when A sends

a routl ig messa ge to B, the second best delay e s t i m a t e  is

sent for those des ti na t i o n s  w h o s e  bes t de la y ch a n n e l i s

t o w a r d  B. This method is re fe r red  to as “spl i t  hor i zon ”

updating In [Cegr 75) . We sha l t  use a two — component  no ta t ion

- - - - 5--— 5- ~~~~-
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s imi lar  to the above w i th  the network  s t ruc tu re  shown in

Fiaure 2.2. The following may occur with the stated algo-

r i thm. -

Node ~ Node C

t / A ,  t+ 12 /C t+2/ B,  t+10/E

A— >B t+13 /A ,  t+12 /C t+2 /B ,  t+ 1O/ E

This loop may he e l iminated w it h  the  next routing message ,

or it may set up a chain of Loops in the d i rec t ion  of E. We

are mere ly point inq out here that  Loops form eas i l y  under

th is  routing procedure.  In fac t ,  in s imula t ions of th is

procedure “ping pon ging ” was clearly present. According to

Cegre l l  (Ceq r 75] ping—pong ing w a s  s i g n i f ic a n t ly  reduced by

the split hor izon technique and immed ia te  updating in the

case of node or line fa i l u res.

4 A t t houg~ loops involving more than two  nodes are poss i -

ble with both of the above schemes, we will not present any

such exam p les .  Nul t i—node loops ca use  a much Larger  de g ra—

dation in network  performance than do 2—node (ping—pong )

loops, but their Likelihood of occurrence appears to be sig-

nificantly smaller than that of the two—node loop . It ap-

pears to be impossibl e to prevent these Loops when each node

has only Loca l  in format ion.  The f e as i b i l i t y  of each node

carry ing and adequately updating g lobal  i n fo rmat ion  is ques—

t ionabLe.

In the next  sec t i on  we e x a m i n e  the  magnitude of the

degradat ion in the ARPANET ca used by the  o c c u r r e n c e  of

22
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Loops.

2.3 ~ ~~~ tQ i22~~
Having shown that Loops can occur , we now examine the

degradation to network performance caused by Loops in terms

of the length of time they naturally persist. That is to

say, we wish to determine how long it takes to eliminate a

loop under the current ARPANET routing update rates. This

persistence time is of intere st since, if loops disapp ear

quickly , then there would be no need for prevention or rapid

detection and removal. We first define the foLlowing quan—

t i t i es .

p = Routing update period .

n = Number of nodes in the loop.

L = Total Loca l delay estimate in the Loop (in the

curren t imp lementation I = 4*~ , assuming the ab-

sence o f packets traversing the loop)

d = m i n i m u m  d e l a y es t i m a te di f f e r e n ce ove r  a l l  nei gh-

bors outside the loop.

k = Processing time for a routing message.

x = Transm it and propagation delay for a routing mes-

sage.

y = k + x .

The loop w i L L  be cLea red  whenever  a routing update,

from outside the Loop. a r r i v e s  and resu l ts  in a s m a L L e r

de lay e s t i m a t e  d i rec t ing  packe ts  ou t of the Loop. This can

ha ppen as quickly as it takes to process an arriving routin g 

23 - 
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message , if deLay es t ima tes  outs ide the loop decrease quick-

ly. Thus the minimum breaki ng time is essentially zero. If

we assume that the de l ay estimates outside the loop remain

fixe d, then we must traverse the Loop with routing updates a

maximum of ceil(d/L ) times (where cell is defined to be the

usual ceiling function , i.e.. ceil (A ) = the smallest integer

- 
l - 

greater than or equal to A). This causes the internal delay

estimate to be greater than the externa l delay estimate .

The maximum time which a Loop can persi st, assuming the

exterior delay remains fixed , is

p + y + n(p + y)ceit(d/t)

To compute a minimum we assume that the nodes are synchron—

ized in such a way that a routing message is sent just after

the receipt of one from a neighbor. We obtain for our

m i n i m u m

yn(ceiL (d/L)) + (ceiL (d/l)— 1)(ceil (yn/p )p—yn) + k

The first term accounts for the Correct number of loop

traversals required to increase the internaL delay estimate

beyond the external deLay estimate. The t~ st t e r m  acc oun t s

for the processing of the one required update from the

external node. The midd le term accounts for the fact that

rou ting updates may happen no more often than one eviry p

msec over each channeL . TabLe 2.1 shows the rem oval time

for Loops of size up to ten nodes. using a value of 25 for x

and 15 for k (see Chapter 3) and assuming that the Loop is

caused by a minimum delay estimate differen re so that

I-
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ce i l(d / L)  = 1.

Loop p=64O msec p l28 msec
Size Maximum Minimum Ma x imum Minimum
(no des) (msec) ( msec )

2 2040 95 504 95
3 2 720 135 672 135
4 3400 175 840 175
5 4080 215 1008 215
6 4760 255 1176 255

— 7 5440 295 1344 295
6120 335 1512 335

9 6800 375 1680 375
1G 7480 415 1848 415

Tab le  2.1. ARPANE T loop p e r s i s t e n c e  t ime

In g e n e r a l  r o u t i n g  upda te s  amon g ne ighb ors a re  nei th er

synchronized nor completely unsynchronized. Thus the ex-

pected loop persistence time ties between the two extremes.

It is now clear that Loops do not disappear quick ly , on the

average. Therefore it would be useful to examine methods of

pr evention or at least rapid detection and removal.

2.4 
~ ~~~~~~ ~QQtQ~ &!1 tQ ~22~ ~~~QDt~t~~~~JI

BeLow we describe two loop control algorithms for sin-

gle entry routing tables (as in the ARPANET ) . The first is

ping—pong or local loop—free and the second is general

Loop—f ree .

2.4.1 ~ ig~~ j  jQQ~~~~~~ ~~~~jQg ~~~~~~~~~ (LLL~
)

The bas ic  idea for et iminat ’ing local Loops is to ignore

one ’s “o L d ” information . tach node ignores routing informa-

tion which point : In that node ’s direction. Routing message 

, -~~~~~~~~~~~~ - - -
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en t r i es a re  m a r k e d so th a t the rece i v i n g node k n o w s  wh i ch

entries point toward it and which do not. Only those en-

tries which point away are used in the update. More pre—

cise ly we add to each entry in the routing update messag~

the best delay channe l numbe r c(j,d), and a neighbor table n

is appended to the routing update. An entry n (j,k) gives

the dddress of the nei ghbor connected to j on channel k.

(Entries could be marked with a singLe bit , but this re—

quires the sending of a different routing ,nessaae to each

neighbor. ) Each node i perform s the following atgoritP’m:

1 m = k such that n (j.k) = I

2 f o r  eac h d

3 if c (j d) � in then do

4 t’(i,~~) = t(j,d) + q(j.d) + h

5 if t ’(i,d) < t(i.d) then c(i,d) c ’(i,j )

6 if c(i,d) = c ’(i,j) then t ( i,d) = t’(i,d)

7 en d

In a Later sect i on we prove that this algorithm can

crea te no local Loops.

2.4.2 
~ iQQ~~1Lft ~2M~IQ9 ~~at ith~i (LEa)

The loop— free routing algorithm consists of LLFR at

one— and two—connected nodes with the addition of the fol—

Lowina for three— (ot more) connected nodes (where a node ’s

conn ec tedness  Is  de f i n e d to be t he num ber o f di r ec t ly

26
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connected neighbor nodes). When a routing update indicates

that a change should occur at a three— (or more ) connected

no de a “Loop—check” control packet (LCP) ‘is sent, over the

new channel , one for each destination which would be effect-

ed by this route change. The idea being that if the LCP

returns to the sender, then a loop would be created by such

a routin g change. If an end—to—end acknowledgement (RCP)

for the Loop—check packet returns to the sender. then he

upoate s his table and uses the new route. Otherwise (the

L oop—check packet , an “ I ’ m—c hecking ” pack et (ICP), or noth—

m a  returns ) he ignores the new route until (possibly)

another routing update is received. Loop—check packets are

routed throuah the network in the usual way (i.e., along

existing allowed paths ) except that at any node which is

also checking a new route for that same destination ; such a

node must send an I’m—checking packet to the source of the

Loop—ch ec k packet and dis carl the Loop—check packet. Rout-

ing message entries tor any destination site involved in

loop—check are specialty marked so that the information wilt

be ignored by the receiuer of the routing message. Stated

more prec isely the assimil ation of a routing message is done

un der the following algori thm for each d:

H 
_ __ j
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1 if x(’i,d) NULL then do

2 If c(j,d) = in then do

3 i f  c(i,d) = c ’(i,j) then do

4 local Loop detected !

5 t (i,d) = t(j.d) + I

6 end

7 end

else do

9 t’(i,d) = t (j,d) + I

10 If c’(i,j) = x (i,d) then  y( i,d)  = t’(i,o)

11 e L s e  do

12 ‘if t’(i,d) < y(l,d) then do

13 y(i,d) = 0

14 x ( i,d)  NULL

15 end

16 if t’(i,d) < t(i,d) and x (i.d) = NULL then do

17 if I is > 2—connected then do

18 x (i,d) = c ’(i, j)

19 y(i,d) = t’ (i,d)

20 send LCP to d via c ’(i.j) with new seq no

21 end

22 eLse  c ( l,d) = c ’(i, j)

23 end

24 end

25 if c(i,d) = c ’(i . j)  then t( i,d)  = t ’( i .d)

26 end

28
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where x (i,d) is the test channel for destinat icn d at node

I. y (i,d) is the test channel deLay estimate to node d from

node i. in is defined as in LLFR , and I is the local dela y

(e.g., I = q(i,j) + h). Some additional processing of a

packet is required as it arrives from a channel:

LEg ~~~it iQQ~ i ~~~~~~ QEQ~~~~ iQg

101 if ICP for i then do

102 if current sequence number then do

103 x (i,cI) = NULL .

104 y (i,d) = 0

105 end

106 d i s c a r d  packe t

107 end

108 if LCP then do

109 if s o u r c e  = i then do

110 if current sequence numb er then do

111 x (i,d) = NULL

112 y (i,d) = 0

113 end

114 discard packet

115 end

116 if destination = I then do

117 send RCP to source

118 d i s c a r d  packe t

119 end 
-

- 
29
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120 if x (i,d) � NULL then do

121 discard packet

122 send ICP to source

123 end

124 end

125 if RCP for i then do

126 if current sequence number then do

127 t (i,d) = y(i,d)

128 c(i,d) = x (i,d)

129 x ( i ,d)  NULL

130 y(i,d) = C

131 end

132 d i s c a r d  packe t

133 end

134 if packet not discarded then do normal packet processing

it is useful to consider how these algorithms would

affect the ARPANET. These alaorithms appear to fit easily

within the current ARPAN E T system with respect to the fot—

lowing:

1. The same routing message may be sent to each of a node ’s

neighbors.

2. Routing updates fit within the current packet size res—

t r I Ct iOflS.

3. The process ing  comp lex i t y  is not s i g n i f i c a n t l y  inc reased.

(In the case of LLFR . processing is certainly Less com-

plex than HDR or PHOR.)

kLl . 
- 
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We expect that the frequency of sending of the I’m—c hecking

packe t  is quite smal l. The frequenc y of both of these new

types of contro l messages may only be tes ted  by ca re fu l

measurement .  however .  Not ice  that to avoid race conditions,

one must not send a rou ting update while in the process of

updating his own table, and routing messages must not be

allowed to cross paths (i.e., sent from A to B and frotr B to

A in the same time span). This is easily dealt with by

usin g a pair of sequence numbers in the routing packets.

Node A ignores B’s up date unLess it contains A’ s La st se—

quence number.

We expect  that  the per formance of LLFP is better than

NOR, s ince it is Less complex yet guarantees tf’~a t no loc a l

loops occur (as we shall prove) .  For LFR, the overhead is

much higher. There ‘is some extra computation reouired when

a packet arrives . This added computation is insignificant

when compared to the slowness of routing changes and the

requirement that network bandwid th be used by the loop—check

packets .

Routing changes at three— or more connected nodes can—

not occur , on the average, more quickly than about 12 msec

per hop in the new route (200 b i ts  in a Loop—check packet

and 200 bits in an RCP gives 8 msec transmission delay . An

addit ionaL 2 msec is required for processing of the packets.

Add to that about 2 insec in propagation deLay per hop.) The

average network distanc e in May 1976 was 6.24 hops, with a

- - - - -——--‘- 5-” -..-- ’---
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maximum of about 11. Hence, one can estimate that on the

avera ae a minimum of 75 msec is required to make a routing

change after it has been suggested by one ’s neighbor. If

one assumes that loop—check packets are high priority (i.e.,

next to go Out Ofl the channeL ) and tha t a full packet h-a s

just ‘started out on the Line when the Loop—check packet

ar rives, then the delay increases to about 60 msec per hop.

This suggests that the maximum switch time is on the order

of 700 msec. Our experience shows that , on the averages a

smaLL number (<5) of destinations are involved when a switch

occurs. At no time would a three—connected node Loop—check

more than about 1/3 of the nodes (Less than 20 nodes at

present) in the network after a routing update. So that

betw een 50 an d 220 msec  of c h a n n e l  tim e an d 5 to 2 G b uf fers

along the way might be utilized.

An alternate method of sendina the loop—check packets

could be used to t rade computa t ion  fo r  s to ra qe  and line

ut i l izat ion. One may send a mu l t i—des t i na t i on  packe t  wh i ch ,

aLong w i t h  the usual packe t  header,  conta ins  so me (4

curren tLy in the P.RPANET) words of address ing information.

These addressing words consist of one bit for each node in

the network. The packet is marked by the sender with a one

b it for each destination for which a Loop—check is required.

Then It Is sent over the new channel. Each node which en-

coun ters the packet is required to:

1. Send an RCP if its own bit is on

2. Turn its own bit o f f ;

32
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3. Send an ICP to the source markin g those dest inat ions

being checked by both this node and the source .

4. Turn o f f  the b i ts  for those dest inat ions being

checked by both th is node and the source .

5. Discard the packet if all addressing bits are now

o f f;

6. (Possib ly)  dup l i ca te  the packe t ;
- ‘ 7. Mark the copies w i t h  those destinations pointed to

by each  of t h e  ch an n e l s  as i n di ca ted i n hi s rou t i n g

tab le; and
‘ 

~~~. Forward the p a c k e t (s )  on their  way .

This  met hod would cut some of the channe l and storage over—

head at the expense of some p rocess ing  overhead.

Be low we present a proof that the a lgor i thms do prevent

Loops. In a Latsr sec t i on  we present  our exper ience  with

these aLgor i thms through simulation.

2.5 ~~~~~ 21 tQQP 1t~~0{~~
There are a number of def in i t ions w h i c h  f a c i l i t a t e  the

proving of the loop prevent ion p roper t ies  of these al go-

ri thms. These definitions help ‘in the understanding of

these pro perties as weLL. The algorithm may be described by

a graph structure in which there are directed and non—

directed arcs. The non—directed arcs are the lines between

nei ghboring nodes. The directed arcs represent the direc-

tion that a packet to a particuLar destination wouLd be

_____________________ 
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sent. There  e x i s t  a set of ope ra to rs  wh ich: (1) rep lace

d i rec ted arcs  (routing changes ) ;  (2) remove or c rea te  non—

directed arcs (network failures and recoveries ).

We define a network to be a graph 6 consisting of a

set X of nodes related by three relations :

n (ei ghbor), r (oute). and (te)s(t route)

If xl, is a neighbor of x2 in the graph 6 then xl is

in the set n (x2) and x2 is in ri (xl). 4 node x is

k—connected if and only if there are exactly k distinct

nodes in n (x). We will refer to a k—connected node as

multi—connected if k>2. The next node in the route to a

par ticular destination xd from xl is r (xl) . We shall

fix the destination xd here , and drop reference to it for

simp licity. All succeeding definitions (and proofs ) refer

ImplicitLy to a particular destination. Loop—check packets

from node x are routed to the test route s(x) 4rom x

Note that s(x) = NULL for all nodes except those in loop—

check mode. A loop, of order k , is defined to be the fol-

lowing condition:

£Qo~ i.tIQD

A t some ins t an t , th ere  ex i st s a se t V = (y l ,y 2, . . ..y k ) ,

k>1, a subset of X , such that xd , the dest ina t ion,  is not

in V and

r(y i)  = y( i+ 1 ) for  I = 1,..., k — I and

r(yk )  = yl .

Not ice  that th is  is s t a t i c  (for poss ib ly  a shor t  t ime )
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con dition among the routing tables of several nodes. We do

not intend to include in this definition transient condi—

t ions under which packets may actuall y loop (e.g., Line or

node failures ).

A routing transformation T on G changes the route or

test route of a single node pair. i.e..

1(6) is defined as follows:

a) T(r(x)) = r (x) for x not = xO,

T (r (xO)) = r (xC) for some node xO, and

T(s(x)) = s(x) for -all nodes x; or

h) T(r(x)) = r(x) for all x not = xD,

T(r(xO)) = s(xO) for some node xO.

T ( s ( x ) )  = s(x) for x not xO, and

T (s (x C ) )  = NULL; or

C)  T ( r (x ) )  r (x )  for a l t  x not ~ xO,

1(s (x ) )  = s (x )  for x not x O p  and

T ( s( xO ) )  = N ULL for  some no de x 0 or

d) T ( r ( x ) )  = r (x )  for alL nodes x,

T ( s ( x ) )  = s (x )  for x not = xO , and

T ( s ( x O ) )  = s ’ (x O )  for  some node xO.

In case (a) the route from node xO is changed to a neighbor

wh ich is not the test  route (wh ich  can happen only at one—

or two—connec ted  nodes) . In case (b) a new route f rom node

x O is chosen to be the tes t  route f o l l ow ing  a success fu l  

--- - -- - -- -
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test. In case Cc )  the test  route from node x O is dropped

following an unsuccessfu l test. In case (d) a test route

from node *0 is estab lished . (Routing transformations which

would occur simultaneously in an operating environment wilt

be ordered by node number . say, and be executed sequential ly

here.) We claim that LLFR and LFR have I with the fol lowing

property.

QQ~~~~ ~~~.j:

a. If r (x )  = y, then T ( r (y ) )  not =

b. if r (x )  = y, then T ( s (y ) )  not = x ;

c. if s (x )  = y, then T ( r (y ) )  not = x ; and

d. if s (x )  = y, then T(s(y)) not = x .

Proof of Proper ty  2.1:

Property 2.1 (a) is guaranteed by step 3 in the LIFR algo—

rithm. Property 2.1 (b). (c) and Cd ) are vacuously satis—

fied by LLFR since no test routes are ever estab lished.

• ~~~~~~~~ For nodes y which are two— (or Less) connected no

test routes are ever established , thus proving parts ~ and

d. Part a is guaranteed by step 8 in the LFR al-o orith m .

Part c ‘is similarLy guaranteed by step 1. For nodes y which

are three— (or more ) connected part s b and d are guaranteed

by steps 8 and 1 respectiveLy. Mu lti—connected node s create

actual routes from successful test routes . r~uri nq the test-

ing of a route by a node . his neighbor (along that route ) is

restricted from establishing a new route opposite to the 

— -
~~~~
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tes t  route by s tep 1. Hence par ts  a and c are t rue for

mul ti—connected nodes as wel l .

Q.E.D.

~~~ ~.1: Loops of order 2 cannot occur as a result of the

application of LLFR or LFR.

— Proof: This is a triviaL consequence of Property 2.1. Sup—

pose that there exists a loop of order 2 after the applica-

tion of some I with Property 2.1. Then there exist neigh—

bors x and y such that:

T(r(x)) = y and T(r(y)) = x (*)

In this case, there are 4 possibLe states prior to the ap-

plication of I:

1) r (x) = y and r(y) =

2) r (x )  = y and r(y)  not = x,

3) r (x )  not = y and r(y)  = x. and

4) r (x )  not = y and r(y) not = x.

State 4 cannot exist since I may modi fi only one r (this is

w here  the sy nc h r o n i z i ng o f nei gh bors is i mp or t an t in an

operating network). State I is a previously existing loop

and hence was not caused by I. States 2 and 3 are sym-

me tric. Thus we consider only state 2. Since I has Proper-

ty 2.1, and r (x) = y , then T(r(y)) not = x , in contrad-

ic tion to the supposition at the beginnin g of the proof.

- - 37
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Thus (*) cannot occur .

O . E . D .

We have proved the foL low ing  theorem.

fli ~ 2r~ T ~.i: The LLFR a lgor i thm is f r e e  of Local  loops.

We now concen t ra te  on LFR .

~~r n r n a  ~.2: A one—connected node cannot part icipate in a

mul ti—node Loop (i.e.. a loop of order k>2).

Proof: A one—connected node has only one neighbor . If a

one—conne cted node participates in a loop it must be of ord-

er 2.

-

- 4 O.E .D.

~~~~~~~ ~~~~~~~~ Loops of order greater  than 2 cannot be caused by

a routing change at a t w o — c o n n e c t e d  node.

Proo f :  Suppose a loop of order k ) 2 is c r e a t e d  hy a

t rans fo rmat ion  at a two—connec ted  node y . The Loop then

satisfies Condition 2.1 in the f o l l o w i n g  w a y :

I
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T ( r (x l ) )  = r(x l)  = *2

T ( r (x i ) )  = rt x i )  = y

T ( r (y ) )  = r ’ (y)  = x ( i  + I)

T ( r ( x ( k  — 2) )  r (x ( k  — 2))  = x ( k  — 1)
T ( r (x ( k  — 1)) r(x (k — 1)) = xl

Also we have that r (y) not x (i + 1). In fact, since y

is two—connected we have r (y) = xi • But r (xi) = y . This

is a pre—exist ing Loop of orde r 2 which by Lemma 2.1 cannot

occu r .

Q.E.D.

~~~~~~~~~~~ ~~~~~~~~ Loo p s of o r d e r  k > 2 canno t be b r o k e n  by a two —

connected node.

Proof: Suppose a Loop of order k > 2 contains a node of

or der 2. Any routing change at that node atone wouL d be a

v iolation of Property 2.1.

Q.E.D.

--‘--- ---‘-5-

~ 

--



- - —

~~~~~ ~~~~~~~~ If a routing t rans fo rmat ion  causes a loop to

occur then the node x O , for wh ich  I( r (xO) ) not = r (x O ) .

is contained w i th in  the loop.

Proof: Suppose after the applica tion of I there e x i s t s  a

Loop among a set V of nodes. If xO is not in V , then

for aLL y in V we have I(r(y)) r(y) , which implies

that the Loop existed prior to the ap otication of I. Hence ,

xli must be in V

C. E . O .

Lemma 2.5 shows that the Loop—check packet has the pos-

sibi lity of being returned to its sender, if a Loop would

have been caused by that routing change.

I~~gt~i ~~~~~~~~ Loops cannot occur  as a resul t  of LER .

Proof :  We have previous ly proved t hat  2—order  Loops do not

occur (Lemma 2.1) and that  k—order Loops for  k > 2. are

independent of ( i.e., cannot be caused or removed by)  tw o

connected (or one—connected )  nodes ( Lemmas 2.2, 2.3 and

2.4) .  We shal l  now show that loops of order k > 2 cannot be

caused by t rans fo rmat ions  at mu l t i—connec ted  nodes. Su rpos~
that we r e s t r i c t  the number of concurrent  mu l t i—connec ted

node t rans fo rmat ions  to one. That is to  say .  onLy one node

-- -5--- -
-
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may test any particular destination. Suppose that a loop

wou ld be created by a t rans fo rmat ion  at node x , a mul t i—

connected node. Since x is mu lt i - connec ted  it ‘ i s  reguired

to test the new rout e with a loop— check packet. There are

four possible outcomes from the sending of this Loop—check

packet:

1. The Loo p—check  packe t  re turns,

2. An I’m—check ing  packet  re turns (If some o ther  node

is check ing) ,

3. Nothing returns (If the message is lost or becomes

trapped in a Loop independent of x. should one

occu r ) ,  or

4. An RCP returns .

In cases 1 through 3 no switch wilL be made in the route

from x, and hence no Loop c re ited .  In case 4 we have the

fac t that the loop—check packet from x reached its destina-

tion. Since no other routing change s occur . any of x ’s

packets will also reach the destination by folt ow in~ the

exact route that the LCP took. Therefore no Loop exists.

Hence a routing transformation at only one multi—c onnected

node cannot cause a Loop .

~e now proceed by induction on the number of concurrent

mul ti—connected node routing switches. Assume that n—i or

L ess concurrent switches cannot cause a Loop . suppose n

con current switches have caused a loop . Consider the ac-

tivit y of node x, that node which is Last to start loop

check. Again there are four possible responses to x ’s LCP.

_ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _ _  4 - -
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They are as l i s ted above. If 1, 2 or 3 occu rs  then x w i l l

not switch routes which contradicts the supposition that n

concurren t switches caused the loop. Therefore we need only

cons ider response 4. There are two possible ways in which

this may occur.

4 (a) x ’s LCP a r r i ves  at non e of the other n—I nodes

invo lve d , or

(b) x ’s LCP a r r i ves  at (at L e a s t )  one of t he o ther  n—i

nodes a f t e r  that node has comple ted  s w i t c ~’ing.

In case  (a) the s w i t c h  at x must be independent of  the loop.
r No s w i t c h  occurs at any of the nodes wh ich  x ’s LCP

t r a v e r s e s .  The re fo re  x cannot be part of the Loop, s ince

a L L  packe t s  f rom x w i l l  reac h the des t ina t ion  as did t hm

LCP. There fo re  the s w i t c h  at x could not have been requ ired

to form the Loop. That is the loop wou ld h av e been c rea ted

whether or not x switches. This contradicts the supposit ion

again, in case  (b) we h ave that the Loop could have been

caused by less than n concurrent switches , wh ich contradicts

the induction hypothesis. Hence there exists no n such that

n concurrent transformations at multi—connected nodes causes

a Loop.

Q. E. 0.

fin adaptive routing procedure should not be vulnerable

to network component failures (i.e., line or node outaaes).

We have not shown that the aLgorithm is invulnerabLe to net-

work failures. It is clear, however , that a loop cannot he

- !L-~~~~~~ - -
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cause d by a failure (i.e., the removal of an arc). A

recovery cannot cause a loop either because when a tine

comes up it has no direction in a path. Therefore~ no L oops

are c reated by a failure or a repair. However , on failure

(or repair ) some routes must change . This may cause flood-

ing of the network with LCP’ s which is clearLy one of the

un desirabLe features of LFR .

2.6 ~1~~I~I.IQD ~~~SLt~
In order to examine the pe r f o rmance  of these routing

procedures we here present  the resu l t s  of s imuLa t ion .  The

simulation was performed under the following conditions:

Topology: ARPANET (June 1975) modified to exclude

s a t e L l i t e  l inks.

4 Lines: ARPANET capacities (mostly 50 kb/s. some 230.4

kh/s).

Nodes: Infinite storage, two processor speeds

(316 — 1.6 usec/c ycte and 516 — .96 usec /cycte).
Traffic pattern : Uniform traffic matrix (i.e., same

intensit y between aLL pairs of nodes). Arrivals

to the network form a Poisson process. Exact ly

the same traffic was generated for each of the

several rou ting schemes examined.

Message Length distribution : Exponential truncated at

8G64 bits , with a mean of 122 bits. (The mean i s

one half of that reported in CKte i 74] to allow

for RF NM ’s which have zero text hits. Py reducing

_ _ _ _ _  43
1~ -‘



— ——- ~~~~~~~~
-.---- ------ -~

“—
~~
‘- — —~-‘w.~

the average message size ~e attempt to more close—

ty model the actual packet size distribution which

consists primarily of data packets and RFN ~T ’ s in

the ARPANET.)

The results of simulation are shown in Figure 2.3.

Network wide mean (one way ) delay is plotted as a function

of relative offered traffic intensity (load) in this figure.

We observe that aLL algorithms produce the same netw ork wide

mean delay up to an offered traf fic toad of 5 (500 packets

per second). At 10 we see that LPR blows up (i.e., avera ge

deLay > 500 msec ). (Actually the sim uLation faiLed to reach

equilibrium at this Load.) This is due to the creation of

many Loops. A ls o  at Load 10 )
~DR and LLFR per fo rm be t te r

than LFR . (At this load no multinode loops are yet prevent—

4 ed). The most interesting result is that while both HOR and

LFR blow u~ at a Load of 14, LLFP continues with finite

delay to at Least 16 (the highest Load simuLated ). LL FR

ex ceeds the performance both in terns of delay and

throughput at all Leve ls of offered load. This is not too

surpr ising since m uttinode loops occur very iri 4requen tty .

Therefore the overhead which LFR requires to guarantee

Loop—freeness is iLl spent in the t3pology and traffi c pat-

tern  of ~he simula tion . Since Local Loops may (do) occur

wi th NOR, it performs worse than ILFR which prevents such

Loops.

_ _  _
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Offered traffic intensity (100 messages/eec)

Figure 2.3. Comparative performance of adaptive routing procedures (simulation).
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Tha~ e were  no loops observed below a Load of 10 in th is

simulat ion.  In different topologies (and non—uniform traff—

Ic ra tes)  it is poss ib le  to c rea te  Loops at lower Loads .  At

Load 10, 30% of the routing changes at t w o — c o n n e c t e d  nodes

resuLted in Loca l  Loops for LPR . HDR had no Loops up to a

Load of 14 at wh ich  point 21% of the two—connec ted  node

routing changes resuLted in loca l  Loops. The number of

loop—traps was unfortunately not measured in the simuLation.

As for the frequency of packet Looping . there was none

until load 10 for LPR, Load 14 for HOR , and Load 15 for

LLFR. As expected , no Looping other than LCP ’s was observed

for the LFR simulation. The percent of packets wh ich Looped

was 4.8, 2.6, and .8 respectively . (The values for LPP and

HOR are subject to question since the simulation did not

reach equilibrium in these Cases.)

Both LLFR and LFR prevented local loops beam ing at a

load of 10. LFR began to prevent multinode Loops at a Load

of 12. The average delay to receive an RCP increase d with

toad (as expected ). The average had a range of from 246 to

275 msec. The average number of LCP ’s per test (i.e., the

avera ge number of destinations invol ved ) remained fairly

small bu t increased with Load from a minimum of 1.1 to a

maximum of 2.8. This suggests that mu ltiaddressed LCP ’s

would not help efficiency significantLy. It also suggests

that LFR has the nasty habit of increasing its overhead when

the network is heavily Loaded.

in the s imulat ions we have assumed that each of the

_ _ __
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routing update schemes requires the same amount of process-

ing as does HDR. This is clearLy not the case indicating

that at least for LLFR we have shown a lower bound on per-

formance wi th respect to HDR . It should be noted that LLFR

and LFR eliminate the need for performing any computation

(beyond the initial test ) for a fraction 1 — i/k of the

entries in the routing table on the average , where k is the

connectivity of the neighbor. The issue of processing over-

hea d is discussed more fully in the next chapter.

2.7 £QQ~
j
~~ j QQ~

Our intuition , which is now supported by simulation.

tells us that multi—node 1oops occur very infrequently in a

“reasonable ” topoLogy and traffic pattern . Therefore . since

L F R is _ so compLica ted, its practical worth is questionable.

However , it is interesting to know that such a scheme cx—

i s ts .

local loops, on the other hand, occur much more fre-

quently and in fact were observed in the ARPANET as well as

in simulation. Therefore LLFR is of practica l significance.

Indeed the simulation results indicate that LLFR is the best

amon g the procedures studied so far. In Chapters 3 and 4

other routing procedures are Investigated. We defer our

recommendations regarding routing until after Chapter 4.

47
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CHA PTER 3

SYSTEM PRIORITIES

3.1 L D Q ~Wc11QD

The inclusion of levels of priority within a system

aLlows that system to give differ ent LeveLs of service to

different classes of customers. This is a usefuL property

of a system which is to support a variety of activities

simultaneously. The ARPANET , for example , was origin ally

designed to suppor t both interactive (terminal—to—computer

and computer—to—terminal) traffic as well as moving Large

amoun ts of data from place to place in the network

(com puter—to—computer communication ). BBN has thoughtfully

provided a prio rity structure within the network nodes. In

this chapter we partiaLLy examine that priority structure

and its effect on performan ce. The result of this exam in a—

tion points out the general rule that careful consideration

- 
- 

must be given to prior ity at ~jj point s of service within

the system in order to guarantee the des i red lev e l of se r-

v i ce to e ach customer c lass .

Initial analysis and desi gn of packet switched networks

assumed that the nodal processing time was smaLL and fixed

(KId 64], (Fran 70], CHear 703, (Klei 70), (Fran 723 and

others. Often, in fact, thi s contribution to delay has been

• neglected in compari son to the tire spent waitin g for and 
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using the channe ls in the network. In short .  the transmis-

s ion Lines were the bottleneck in the system. The ARPANET

in f a c t  was designed wi th this underlying assumption. (One

mus t in genera l  at tempt to ful ly u t i l i z e  the most expens ive

component in a system.) Here we present measurements which

øemonst ra te  that nodal p rocess ing  time is no longer smal l  or

fixed in the current ARPANET. Noda l processing delay is in

fac t a significant portion of the overall network delay.

This need not be the case. The problem Is one of assigning

the proper priority to tasks within the processor. This we

show through the use of analysis and simulation.

3.2 ~~~~~~~~~~

A Large increase in network w ide  mean round—trip deLay

was no t i c e d be tween  th e ‘w e e k l o n g ” da t a c o l L e c t i o n s  of Au —

• gust 1973 reported in (Klei 74] and May 1974. While the

traffic characteristics did not change significa ntty. delay

increa sed from 93 to 269 msec. This delay (white fairly

smaLl ) excee ds the ARPANET specification of 200 msec and has

remained at about th is leve l even as late as Marc h 1977 when

another coLlection revealed a mean delay of 228 msec . Table

3.1 summarizes the information derived from the three week—

Lon g collections. There are three factors (Listed in the

table ) which would naturally h ave cause d an inc re ase in

deLay between August 1973 and May 1974. Notice that in May

1974 (a) messages contained slightly mor e packet s on the

average, (b) messages traveled Longer distances (in hops) on

--

~

-— - _ - -

~

-- - -_

~ 

—5-- -_ ~~~~-—-~~~5- -5 -5 • - - - - -  -



-_- --- - - --- - 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ .- --- - • - -- - • -

the average and (c) the mean channel utilization (with ove r-

head) was larger than in August 1973. The reason for the

sharp incr ease in channe l utilization is due to the fact

that the frequency of routing updates was increased approx i-

m ately by a factor of five . ALL of these three factors are

accounted for in the mod el of (Ktei 74). Yet the model is

unable to predict alt of the inc .ease. While actuaL deLay

in creased by 168% and 145%, the model’ s predictions in-

creased by onLy 95% and 44% from August 1973 to May 1974 and

from August 1973 to March 1977 respectiveLy. This is due

(at Least in part) to the fact that the mode l of CK le i 74)

assumed a small and fixed noda l proce ssing delay which is no

longer true.

August 1973 May 1974 M arch 1977

Input rate (pk ts/sec) 51 44 lOP

Mean bits/msg 243 234 266

Mean pkts/ insg 1.11 1.12 1.18

Mean traffic weighted
shortest hop path 3.24 4.46 2.93

Mean ch a n n e l
utilization
with overhead .071 .204 .237

Me an c h a n n e l
utiLization
wi thout overhead .0077 .011 .012

Ve an measured
round—tr ip delay ( ms ec )  93 249 228

(K Id 74] model
deLay prediction (msec) 73 142 101

Table 3.1 ARPA NET ti’affi c and delay summary

50
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In examining the resu l t s  of measurement expe r imen ts

involving the use of packet trace [Klei 76a], it becomes

c lea r  that the processing delay has a measured value which

is much Larger  than the ava iLabLe  e s t i m a t e s .  Some examp les

f o l l ow .  Table 3.2 shows the resu l ts  of an expe r imen t  in

which packet trace was c o L l e c t e d  w i t h  a f re q uency of 256

(i.e., a trace block was generated for every 256th packet

traversing a node) from several nodes in the ARPANET. The

data was collected during two approximateLy 20 hour inter-

vaLs in March 1975. Statistics for individua l. output Lines

are included (though one houLd not expect processing deLay

to vary with output line). The first six column headings

are cLear , but the last three require some explanation.

SmpL—Size (sample size) refers to the actual number of pack-

ets used to arrive at the previously Listed statistics

(i.e., Mean, SDev, M m .  Ma,). The mean , standard deviation ,

m inimum , and maximum are expressed in milliseconds (msec).

Only store—and—forward packets which did not origin ate at

the From—Node may be included In the Smp l—Size , as packets

• from a HOST do not have their “time—in ” recorded properly

and thus are excluded from the statistics . They are. howev-

er. included in the To—Ch— Tot (to channel totaL ) which aives

the total number of observed packets to be routed on that

output channel. The To—Task—Tot (to Task total) entry is

the total number of observed packets (store—and—forward and

reassembly ) which were processed by the “Task” (McQu 72]

routine in the IMP.

_ _ _  — • - -“- —- - - - - - ~~~~—--~~~~-~~~-- ~~~~~~ ~~~~~~~~~~ • •~~~~~~~~~~~~
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From To Mean SDev Mm Max Smpt To—Ch To—Task
Node Node Size Tot Tot

6 MIT 31 CCAT 2.97 4.20 .4 36.1 3349 3724 8958
6 MIT 47 W PAT 3.12 4.46 .4 36.4 3260 4001 8958
6 MIT 44 MIT2 3.36 4.68 .4 28.3 230 402 8958

5 BBN 31 CCAT 3.10 4.51 .4 33.9 2852 3119 8065
5 BBN 50 RCC 3.06 4.21 .4 25.0 1345 1746 8065
5 BBN 49 RCCT 3.15 4.39 .4 30.4 1581 2149 fC65

14 CMU 38 PURD 3.61 4.73 .4 32.6 1959 2329 5930
14 CMII 27 BELV 3.13 4.60 .4 33.3 2071 2165 5930
14 CMII 18 RADT 3.31 4.74 .4 23.8 645 674 5930

29 ABRD 46 RUTT 2.67 3.78 .4 30.6 1592 1610 4720
29 ABRD 19 NBST 2.67 3.67 .4 23.3 1691 1693 4720
29 ABR D 27 BELV 3.02 4.00 .4 23.9 1346 1396 4720

11 STAN 16 AMES 2.14 3.15 .4 26.0 2027 2484 5020
11 STAN 22 ISI 2.07 2.96 .4 23.4 1935 2180 5020

22 ISI 11 STAN 3.43 5.39 .4 38.1 57? 1437 9096
22 ISl 48 AFWT 3.59 4.60 .4 27.3 544 1311 °096
22 151 52 ISIT 3.46 4.83 .4 26.6 577 3683 9096

1 UCLA 8 SDC 2.81 4.13 .3 29.5 1210 1486 4346
1 UCLA 3 UCSB 2.90 3.78 .4 20.7 937 1001 4346
1 UCLA 35 UCSD 2.73 3.72 .3 22.6 1121 1508 4346

16 AMES 15 AMST 4.19 5.81 .3 40.6 983 1282 4983
16 AMES 45 MOFF 3.71 4.84 .4 26.8 12R4 1403 4923
16 AMES 36 I(AWT 3.76 5.16 .4 31.6 410 463 4983
16 AMES 11 STAN 4.18 5.40 .4 31.5 1427 1543 4983

2 SRI 51 SRI3 3.02 4.08 .4 25.5 578 lr’69 4852
2 SF~i 32 XR OX 2.96 4.15 .4 27.6 1113 1301 4852
2 SRI 21 LII 2.89 4.20 .4 24.8 1041 1728 4852

10 IL 44 MIT? 1.80 2.77 .4 14.3 73 119 265
10 IL 18 RADT 2.46 4.00 .4 26.4 ~1 94 265

Table 3.2(a). Observed processing delay in msec
(516 IMPs)
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From To Mean SDev Mm Max SmpL To—Ch To—Task
Node Node Size Tot Tot

34 LBL 21 LLL 11.5 11.3 .7 62.2 3485 3402 10147
34 LBL 4 UTAT 10.6 10.8 .7 67.7 4867 4956 1C147
34 I~ L 45 MOFF 12.2 11.5 .7 64.0 1477 1610 10147

4 UTAT 34 LBL 17.1 30.7 .7 323.0 4769 5017 10534
4 UTAT 12 ILL 17.1 31.2 .7 333.2 4693 5102 10536

43 TYMT 32 XROX 18.2 16.8 .7 90.9 274 2724 5200
43 TYMT 33 FNWT 18.2 17.1 .7 71.2 222 630 5200

23 USCT 8 SDC 12.2 13.1 .7 76.2 800 1647 4559
23 USCT 25 DOCT 12.6 13.0 .7 81.6 990 1559 4559

25 DOCT 23 LJSCT 10.8 11.7 .7 62.9 1041 1054 2096
25 DOCT 24 GWCT 11.4 11.7 .7 62.8 1020 1038 2096

28 ARPT 20 ETAT 9.70 11.1 .6 54.7 351 644 1114
28 ARP T 17 MTRT 10.6 10.6 .7 50.6 287 308 1114

27 BELV 16 CMU 9.88 10.0 .7 57.8 1247 1300 2791
27 BELV 26 SDAC 9.94 10.8 .7 52.3 391 391 2791
27 BELV 29 ABRD 9.18 9.94 .7 51.9 1061 1073 2791

44 MIT2 6 MIT 5.4? 6.64 .7 32.5 113 219 391
44 MIT2 10 IL 4.67 5.87 .7 26.5 125 127 391

Table 3.2(b). Observed processing delay in msec
(316 IMPs g TIPs)

Only a portion of the total processing delay is meas-

ure d by the trace mechanism. viz: (a) part of the Modem—to—

IMP routine process ing time. (b) the time spent waiting on

queue for the Tas k routine, and C c )  most of th e T ask rou t i ne

processin g time. The sum of (a), (b). an (c) is given by

the d i f f e rence  between 1(2) and T (1) in the trace block. By

the estimates in (McQu 72] this vaLue would have a minimum

of L ess than 150+250=400 cycLes (appr oximately .38 msec for

a 516 IMP and .64 msec for a 316 IMP). The observed minimum

v alues confirm these estimates. 
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TabLe 3.2 has been separated into two par ts with 516

IMPs listed first foLlowed by the 316 IMPs. There is a

clear dis tinction between these processor types (not

surprising since one runs at about 1.67 times the speed of

the other). (Not as clear a difference was observed between

those nodes with VDH EBBN 69] and/or TIP COrns 72] software

and those without. ) In both cases we see a wiLd variation in

proce ss ing delay , with mean values from 4.5 to 10.5 times

the minimum for 516s and from 6.7 to 26 times the m inimum

for 316s. This phenomenon is nearly independent of time of

day as shown in Tables 3.3 and 3.4, which show the observa—

tions of two seLected nodes over seven time intervals. (The

rather odd time intervals correspond to arbitrary file boun-

daries and provide similar sample sizes.) Notice again the

Large variation in processing delay and the very high mean

vaLues. Notice also that the mean vaLues remain high even

under the more lightly loaded evening hours . indicating (hut

not proving ) that this effect is not due to the competition

of packet s for  the services of the Task routine.

For the model’ s pre dictions in TabLe 3.1 we have  as-

sume d an average processing time of less than 1 mse c per

hop. Taking a rough average of the values in Table 3.2 we

find that average processing delay for 516 IMPs is about 3

msec and about 11 msec for 316 IMPs. Roughly one third of

the iMPs in May 1974 were 516 IMPs. Assuming a uniform

spread of the traffic , the average nodal processin q delay is

more than 8 msec. If we add 7 msec per hop to the predicted 

__ _ _ _ _ _
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delays,  we would expect  to obtain a be t te r  pred ic t ion.

Doing so we arrive at a value of 204 msec for May 1974 and

142 for parch  1977. For May 1974 t h i s  new p red i c t i on  is

s L i g h t L y  bet ter  than w a s  the original prediction for August

1973. The March 1977 prediction is not as good. One reason

m ay be the flow control mechanism which was changed signifi-

can tly between May 1974 and March 1977. Delay is measured

in such a way to include the deLay due to flow control ,

w hile there is no provision for this in the model.

From To Mean SDev Mm Max Smp l To— Ch To—Task Time
Node Node Size Tot Tot Begin End

22 ISI 11 STAN 4.67 7.12 .4 38.1 118 254 1404 0952 1111
22 ISI 48 AFWT 4.06 4.58 .4 17.5 92 286 1404 0952 1111
22 IS1 52 ISIT 3.00 3.76 .4 15.9 125 484 1404 0952 1111

22 ISI 11 STAN 4.24 5.87 .4 27.3 66 219 1447 1111 1246
22 ISI 68 AFWT 4.13 4.78 .4 17.9 72 334 1447 1111 1246
22 IS1 52 ISIT 3.66 5.83 .4 26.6 52 43? 1447 1111 1246

22 ISI 11 STAN 2.50 3.53 .4 13.5 55 205 1245 1246 1421
22 ISI 48 AFWT 3.31 4.51 .4 21.3 82 221 1245 1246 1421
22 ISI 52 ISIT 3.99 4.93 .4 26.1 75 479 1245 1246 1421

22 151 11 STAN 3.58 5.40 .6 26.2 50 223 1273 1421 1628
22 151 48 AFWT 4.71 5.94 .4 25.3 34 86 1273 1421 1628
22 ISI 52 ISIT 3.55 5.36 .4 26.3 76 5~~1 1273 1421 1628

22 ISI 11 STAN 3.27 5.43 .4 34.0 86 219 1387 1628 1853
2 ISI 48 AFWT 3.50 4.85 .4 27.3 97 141 1387 1628 1853

22 ISI 52 ISIT 2.28 3.28 .4 17.0 54 585 1387 1628 1853

22 ISI 11 STAN 2.37 4.20 .4 30.3 106 174 1517 1653 2325
22 ISI 48 AFWT 2.99 3.92 .4 17.-P 104 149 1517 1853 2325
22 ISI 52 ISIT 4.42 6.06 .4 26.4 95 763 1517 1853 2325

22 ISI 11 STAN 3.08 4.15 .4 20.5 91 143 823 2325 0529
22 ISI 48 AFUT 3.29 4.38 .4 25.7 73 94 823 2325 0520
22 ISI 52 is iT 3.15 4.18 .4 20.0 97 379 823 2325 0529

TabLe 3.3. Variation of process ing delay with time of day
(516 IMP) 
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From To Mean SDev Mm Max SapI To— Ch To—Task Time
H Node Node Size Tot Tot Begin End

27 RELV 14 CMU 7.07 7.27 .7 29.8 140 153 341 0952 1111
27 BELV 26 SDAC 7.71 7.37 .7 25.8 51 81 341 0952 1111
27 BELV 29 A B RD 8.66 8.72 .7 40.7 98 101 341 0952 1111

27 BE LV 14 CMU 10.9 11.0 .7 49.7 165 176 431 1111 1246
27 BELV 26 SDAC 11.5 11.5 .7 38.8 114 114 431 1111 1246
27 BELV 29 A BRO 10.6 10.8 .7 42.7 130 131 431 1111 1246

27 BELV 14 CNU 10.2 11.5 .7 57.8 214 231 485 1246 1421
27 BELV 26 SDAC 12.7 13.1 .7 52.8 92 92 485 1246 1421
27 BELV 29 AB RD 12.6 13.2 .7 51.9 153 155 485 1246 1421

27 BELV 14 CMU 9.24 9.61 .7 45.1 128 132 256 1421 1628
27 BELV 26 SDAC 6.94 7.82 .7 22.1 20 20 256 1421 1628
27 BELV 29 A BRD 7.28 7.90 .7 29.9 102 104 256 1421 1628

27 BELV 14 CMII 10.0 9.69 .7 51.7 iSP 194 402 1628 1853
27 BELV 26 SOAC 5.09 5.53 .7 16.0 17 17 402 1628 1853
27 BELV 29 ABRD 7.84 7.93 .7 34.7 787 1 7  402 1628 1853

27 BELV 14 CMII 9.61 9.11 .7 40.6 166 168 356 1853 2325
27 BELV 26 SOAC 12.6 13.2 .7 49.4 27 27 356 1853 2325
27 BELV 29 A B RD 8.38 8.84 .7 43.0 159 161 356 1853 2325

27 BELV 14 CMU 10.~9 9.97 .7 41.0 246 246 520 2325 0529
27 BELV 26 S D AC 5.60 6.30 .7 21.0 40 40 520 2325 0529
27 BELV 29 A BRD 8.73 9.83 .7 45.7 232 234 520 2325 0529

Table 3.4. Variat i on of processing delay with time of day
(316 IMP)

In the previousLy described exoeriment it was not pos-

sible to empirically prove that the excessive delay is not

due to the Interference of packets . since sam plin g was done.

To establish this , we resort instead to another experiment

in wh ich we selected two nodes and colLected packet trace

wi th a frequency of one. On close examination of the data

we fin d that for most packets having a long processing deL -m y

no other packet overlaps it in time. We note that while
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H some o v e r f lo w s  occur red  (i.e., lost da ta  due to heavy t r a f f —

ic) in the packet trace data the statistical properties are

nearl y identica l to those of the sampled data. We conclude

that most of the time the excessive delay is not due to the

in terference of other packets.

At first glance , these long processing deLays seem

rather insignificant in the entire scheme of things. Let ’s

examine them a bit more closely. Table 3.5 gives the ave r—

ages for processing delay , waiting time , and acknowledgement

• time . for three packet types — (1) subnet control (Largely

end—to—end acknowledgements , i.e.. RFNMs ), (2) user pr iori—

ty. and (3) non—priority packets. Our interest is with the

store—and—forward deLays , but we List the reassembly infor-

ma tion for compLeteness. The sample sizes listed consist of

two numbers. The first number indicates the sample size for

the Channel Waiting and Acknow ledgement statistics . and the

second refers to the Processing statistics. Notice that

the time spent waiting for and being served by the Task

routine is on the same orde r as the time spent waiting for

the ch annel for the 516 IMP and always greater (about dou-

ble) in the case of the 316 IMP. We note that for these

measurements , non—priority packets traversed a 316 node fas-

ter~ on the average, than both control packets and priority

pa ckets (the order of service by Task is FCFS ) even though

the channel waiting time is greater (as one would expect )

for non— priority packets ! Examina tion of more extensiv e

data reveals that 10 of 36 cases exhibit this behavior. In

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - -~~~~~~~~~~~~~~ -—-- --- - --— - - -— A
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fact in only 16 of 58 cases. inc luding aLL node types. was

processing delay smaller for both priority and control pack—

ets. The experiments which we have conducted in transmit—

ting simulated speech data from the UCLA PDP 11/45 ENayl 74]

as we l l, as similar experiments conducted by the University

of Southern California Information Sciences Institute. Mari-

na Del Rey, California (ISI) [Cohe 74) support this observa-

tion . In those experiments no discernible difference in

delay could be found between priority and non—priority mes-

sages ’ In a report from Network Analysis Corporation , GLen

Cove, New York (NAC) (NAC 75] the authors state that a 40~’

decrease in mean round—trip delay can be achieved by reduc—

In g the processing delay to its original estimate of 1 msec .

Our own projections (which appear in Section 3.3.5) show

that a 44% decrease could be achieved. Therefore processin g

delay currently accounts for at least 2/5 of the total de-

lay, which is quite significant .
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Store—and—Forward ReassembL y
Mean SDev Mean SDev

Con t ro l  Packe ts
Sample Size ( 3790. 1116) ( 0. 0)
Processing 3.81 5.22 0.0 0.0
Channel Waiting 2.3? 10.40 0.0 0.0
Ackn owLedgement 19.11 15.56 0.0 0.0

User Priority Packets
Sample Size C 731, 317) ( 2098, 2066)
Process ing 2.57 3.83 3.36 4.69
ChanneL Waiting 2.69 14.41 5.87 109.68
Acknowledgement 22.65 15.03 4.36 18.75

User Non—priority Packets
Sample S ize  ( 1910, 260) C 567, 468 )
Processing 3.18 4.95 8.27 27.69
Channel Waiting 3.88 26.64 12.20 34.87
Acknowledgement 22.93 16.87 6.12 11.04

Table 3.5(a). Processing delay statistics
(node 22 a 516 IMP, 14 MAR 75)

Store—and—Forward Reassembly
Mean SDev Mean SDev

Control Packets
Sample Size C 1546, 1507) ( 0, 0)
Processing 10.43 10.30 0.0 0.0
Channel Waiting 4.89 8.80 0.0 0.0
Ac knowledgement 20.73 11.16 0.0 0.0

User Priority Packets
SampLe Size C 575, 575) C 11. 11)
Processing 9.63 10.36 14.82 10.78
Channe l Wait ing 5.00 8.60 0.36 0.50
Acknowledgemen t 23.12 10.94 3.64 5.43

User Non—priority Packets
Sample Size C 643, 617) C 16, 16)
Pro cessing 7.63 9.08 16.38 22.62
Channel Waiting 5.86 12.68 1.56 3.35
Acknowledgement 26.22 12.61 5.13 5.06

TabLe 3.5(b). Processing delay statistics
(node 27 a 316 IMP, 16 MAR 75) 

-
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Store—and—Forward Reassembly
Mean SDev Mean SDev

Control Packets
Sample Size C 7777, 2738) C 0. 0)
Processing 3.75 4.78 0.0 0.0
Channel Waiting 2.72 15.23 0.0 0.0
Ackn owledgement 21.43 13.04 0.0 0.0

User Priority Packets
Samp le S ize  C 1328, 623) C 4344. 6326)
Processing 2.92 4.12 4.14 4.98
Channel W a i t i ng  3.07 22.03 0.34 0.61
AcknowLedgement 24.16 14.37 2.5C 0.97

User Non—priority Packets
Sample Size ( 4884, 2356) C 613, 611)
Processina 3.42 4.64 4.81 5.44
Channe l Waiting 5.01 17.04 0.44 0.97
Acknow ledgement 27.20 13.66 4.58 3.37

Table 3.5(c). Processing delay statistics
(node 22 a 516 IMP, 24 JUL 75)

Store—and—Forward Reassembly
Mean SDev Mean SDev

Con t rol  Pa c k e ts
Sample Size C 4317, 4258) C 0, 0)
Processing 8.12 8.39 0.0 0.0
ChanneL Waiting 3.33 6.63 0.0 0.0
Acknowledgement 19.74 11.33 0.0 0.0

User Priority Packets
Sample Size C 1543, 1543) C 4. 4)
Processing 8.47 8.16 3.75 4.86
Channel W a i t i n g  3.56 7.79 0.75 0.50
AcknowLedgement 22.24 10.52 2.50 1.73

User Non—priority Packets
Sample Size C 1737, 1700) C 3, 3)
Processing 6.58 7.85 8.33 7.02
Channel waiting 4.77 8.’ 1.00 0.0
Acknowledgement 23.42 10.~~2 1.00 0.0

TabLe 3.5(d). Processing delay statistics
(node 27 a 316 IMP. 24 JUL 75)

The acknow Led qemen -t time is larger than one mi gh t ex-

pect. Thi s can have only a second order e f f e c t  on de lay.

If pa ckets are retained Longer than necessary when buffers

are In short supply then some packets may have to be
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r e t ransmi t ted .  This is not occurr ing,  for if It w e r e  the
— e f f e c t  wouLd be recorded as wa iting time since retransmis—

sions change the “sent time ” in the trace block.

3 . 3  ~~~~~~~~

To pinpoint the cause of the excessive processing delay

we shall use a model of the noda l priority structure. A

description of that structure follows.

3.3.1 
~x t ~~ ~~ac ti~iiQc1

The IMFs are required to per fo rm a set of f u n c ti ons in

or der that the network operate smoothly. Among these func-

tions are: receiving , routing and sending packets ; process—

inq routing updates and periodically sending routing updates

to neighbor nodes. A priority Level is assigned to each of

the various functions within the IMP . A partial list of the

Leve ls appears in TabLe 3.6. A function is activated by an

interrupt mechanism . On ly the function associated with the

highest active priority level may occupy the processor at a

given instant.

_ _ _ _  
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A bb r ev i a ti on Level  M e an i n g, Com m en t s

M21 (highest) 0 Modem to IMP, Channel input
12M 2 IMP to Modem , Channel output
12H 3 IMP to HOST. HOST output
H21 4 HOST to IMP, HOST input
1.0 5 Timeout. Periodic functions
TSK 6 Task ,  P r imar i Ly  packe t  rout ing
BCK (Lowest) 7 Background , Statistics , etc.

Table 3.6. IMP priority levels

The portion of the priority str~ictur e in which we are

most interested here is that governing the processin g of

• routing update packets and other (non—routing) packets.

Under the current scheme, pictured in Figure 3.1(a). aLt

packe ts arrive and are treated by the input routine runn ing

at the ‘421 lev e L w hi ch places them , without examination as

to type or priority , on the Task queue. They are then pro-

cessed in first—come—first—served order. When the Task

routine encounters a routing packet it , in effect . swi tches

priority to leveL 1.0 so as not to be interru pted by any

function of equaL or Lower priority. (This has the effect

of disallowing the sending of a routing update packet to a

neighbor while the table is in the process of being uodat—

ed.) Non—routing packets are. on the other hand. interru pt—

able by T.O functions . More detailed descriptions appe ar in

(CoLe 71) and in (McQu 72].
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Since, as we see Later , routing update packets require

much processing compared with non—routing packets , it seems

appropriate to reorder the priorities and treat routin n

update pac Kets in the BCK level and other packets at the 15K

LeveL. Figure 3.1(b) shows the Logica l structure of such a

system. Notice that the Task queue has two levels of prior—

ity instead of one as before . Also notice that unlike the

channel . the Task routine serves the queue by preem pt ing, if

necessary . the (low priority ) routin 9 updates. T~’is scheme

is not new. Original ly routing packets were treated in the

~CX Level . The chief reason for the current set of p riori—

ties coupled with higher frequency updating is to propagate

routing information faster through the larger network

[Sant 753.

3.3.2 
~~~~~~~ ~~~~~~

TI’is system can be modeled by a single server head of

the tine (HOL) preemptive priority queueing system

(Klei 76). The solution given in EK lei 76] for the mean

time in system for priorit y class p is valid under the M/G/1

assumption (which we Later adopt). There are. however , some

partial results for the GIG/i case which we may apply here. -

Schrage (Schr 6~ 3 proves that the shortest remainin g pro—

cessir,g time first (SRPT) scheduling algorithm is optimal in

that it minimizes the average numbe r of jobs in the system.

That is, the number of jobs in a system under the SRPT algo—

rithm is less than or equal to the number in the system

-•
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under any other schedul ing a lgo r i t hm for the same seouence

of jobs. Kleinrock (KLei 76) points out that if the cost of

delaying a customer is constant over all pri ority classes.

then the SRPT rule achieves the min imu m cost. Hence. the

theoretica l results indicate that an arrival should join the

queue behind all those customers  in the sys tem w i t h  remain—

inq service time which is Less than (or equal to) the ser-

vi ce time required of that arrival , and in front of all oth-

ers in the system. That is all non—routing packets should

preempt, if necessary , the processinq of routing packets ,

since as we see below , routing packets require much mo re

process ing than do non—routing packets.

Having stated the general theoretical result we now

wish to show the order of magnitude of the improvement one

may achieve by causing routing updates to be processed at a

lower priority than other packets.

3 . 3 . 3  ~~

In th e f o l l o w i ng ana l ysis  we w i sh t o e x a m i n e  the tra-

deoff between the existing and the proposed system over the

full range of packet traffic intensity. Some simplifying

assump tions will allow the direct appLica tion of the t heory .

For simpLicity , we shall Lump aLL high priority f u n c t ions

in to the M21 priority class. We consider two such high

priority functi ons — (a) modem input and (b) modem output ;

and ignore alt others. We shall overestimate the time used

In these functions which wilt tend to give a Lower bound on

~~ 
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perf ormance (i.e.. a pessimistic value ). We assume that the

H arrival of customers to each class is independent of the

arrivals to the othe r classes and may be modeled by a Pois-

son process. The Poisson assumption on the arrival of pack-

ets is equivalent to assuming that we have a Large num b er of

input channels collectively sending at the same rate as the

actual number of channels. We further assume that each

queue has no restriction as to its length (i.e.. infinite

nodal storage) and that the overhead for changing tasks is

negligibLe. The current system then. may be modeled by a

two level preemptive resume HOL priority queueinq system and

the proposed system by a three level system. These systems

are pictured in Figure 3.2. In each system the input/output

function has preemptive priority over the other class (es).

The three level system (in part (b) of the figure ) divides

the Task queue arrivals into routin g updates and non—routing

packets . the Latter having pree mptive priority over the

for mer.

__________  _ _
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Figure 3,2. (a) The two level model.
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3.3.4 ~~~~~~~~ re~~~it ~
The general solution from tKLei 763 for the average

time in system for a customer of the pth class is

P

~(p)C1—s (p)] +
j=p

T(p,P) (3.1)
C1—s (p))E1—s (p+1)]

where P is the number of classes (1 is the Lowest priority

class and P is the highest ). ~(p) is the mean service time

for a customer in cLass p, ~~(p) is the second moment of

service time for a cusiom er in class p.. r(j) is the input

r ate of customers of class j, and s(p) is the cumulative

utiLization due to classes of priority p and higher (where

the utilization for class j is ~(j)r(j)). Let x (i) = the

service time for the M2I cLass. x (u) the service time for

- I routing update processing , x (n) = the service time for non—

routing packets , r(u) the arrival rate of routing update

packets . and r(n) = the arrivaL rate of non—routing packets.

For the purpose of further simplifying the mode l we shall

ass ume that the service time in each cLass is fixed. In

particu lar, this means that the second moment is equal to

twice the mean. We assume that each packet processed by the

Tas k routine arrives and eventually Leaves via the M21 Level

(s ince each packet processed by the Task routine must arrive

via the input routine and exit via the output routine in our

model). We aLso assume that the numbe r of routing update

packets received by a node Is equal to the number sent. We

69
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therefore assume (an independent arrival process with ) an

a r r i vaL  ra te  of 2(r(u)+r (n)] to the M?I class. From equa-

tion 3.1 we have

x (u)rCu)+x (n)r (n)
1(1,2) =

tr (u)+r (n)](1—2x (i)Cr (u)-4-r (n))]

2 2
Cx (u)r(u)+ x (n)r(n))/2 + Cr (u)+r (n)3x (I)

+
C 1—x (u)r (u)—x (n)r (n)—2x (i)(r(u)+r (n))]C1—2x (i)Er (u)+r (n)]]

(3 .2)

Equation 3.2 aives the average time in system for routino

and non—routing packets in the two level system. The solu—

tion to the three Level system is

x (u)
T(1,3) =

1—x

2 2 ?
r (u)x (u)/2 + r(n)x (n)/2 + C r( u)+ r ( n) ]x  (i)

1—x (n)r (n)—2x (i) Cr(u)+r(n)]
+

1—x (u)r (u)—x (n)r (n)—2x (i)Cr (u)+r (n))

- (3 .3)

x (n)
1(2,3 )  =

1— 2x (I) Er (u)+r(n)]

2 ?
r(n)x  (n) /2  + ( r(u)+r(n) )x  C i )

+
( 1 —x ( n ) r ( n ) — 2 x ( i ) ( r ( u ) + r ( n ) ] ) ( 1— 2 x ( i ) E r ( u ) + r ( n ) ) )

(3.4) 
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Since both systems are preemptive , there is no difference

between T(2.2) and T(3,3). Therefore we need onLy concern

ourseLves  with T(1,~). 1(2.3) and T(1,3). T(1,?) — 1(2,3)

gives the reouction in delay for non—routing packets when

changing from the two Level system to the three LeveL sys-

tem. 1(1,3) — 1(1.2) gives the increase for routing update

proc essing for the same change. Comparison of the two sys-

tems depends on the relative values of x(u). x(n), r (u) and

r (n) which we shall now estimate in order to Dresent some

numerical results.

3 . 3 . 5  i~cic.~i t~~tiJ.t~
We estimate that no more than 300 machine cycles are

required to process an incoming packet or an outooing pack—

et. ~e further assume that a maximum of 300 cycles are

required to do the TSK Level processing of a non—routin c ’

• packet. These values are ourpose ly large r than t~ e estimate

in C~ cQu 72] . Th is  is in order to exaggera te  the i r  e f f e c t

in the modeL and there fo re  prov ide a p e s s i m i s t i c  p ro j ec t i on

o f performance (as menti oned earlier ). Pouting packets

require much more time to digest. In a recent experiment

carried out BBN [BaN 75] with a 316 IMP. it was found that

1-~~ of the HOST throughput was lost when going f r om z e r o  to

one 50kbps Line . A similar toss was noted with each addi—

tional line. Assuming that the orocessor was fully utilize r 4 -

durina the experiment , this indicates that routin g and other

71 
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processes assoc ia ted  w i th  IMP—to —I M P Lines require 14400

cycles/routing update period. The time could be signifi-

cantly reduced by impLementinq the “Local loop ” prevention

algorithm outLined in INayl 75) and chapter 2. That is.

many (one third on the average for 3—connected neighbors ) of

the routing update entries are skipped since they point

toward the updating node. We estimate those orocesses in-

volve d in handling one tine (with no data traffic ) as fol-

l ows :

Func t ion - 

Cycles/update period

Rece ive  routing message
Input (140 on 316) 280

• M21 300
ISK 300

Receive an d process IHY 100
Send routing packet 300

1.0 300
12M 300

Output (140 on 316) 2B0
Process  routing packet  12000
Other 540

Tota l  14400

TabLe 3.7 Channe l function processing time estimates

~e shall use for x (u) a value of 12000. wh4 ch is a con-

servative estimate to minimize the effect of routing. This

conflicts with the pessimistic estimates of input , cutout —

and non—rou ting packet processing and would tend to give an

optimistic value of performance (i.e.. Lower than actual

del ay). However , It does result in a lower bound (or pes-

simis tic estimate ) for the improvement in performance

- -- --~ 
~~~~~~~~~
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between the two systems. The service time of the various

tasks is a function of the processo r speed. In August 1976

there were four p rocessor types in the A RPANFT —— the 516

iMP, 316 iMP, 316 TIP. and PLuribus (Hear 76) IMP according

to (NIC 76]. We sha l t  conside r only the f i r s t  three w h ich

have speeds of .96. 1.6 and 2.2 usec /cycle respectivel y

CMc Qu 73]. The rate of a r r i v a l  of routing packe ts  to a node

is governed both by the number of connected channeLs ,  and

the u t i l i za t ion of those channels as mentioned in chap te r  2.

Ihe three nodal types were  d is t r ibu ted  w i t h  c o n n e c t i v i t y

[NIC 76) as shown in Table 3.8. A ls o  shown in Table 3.8 is

the predic ted “ze ro—load ”  average w a i t i n g  t ime exp ressed  in

m illiseconds for each case (i.e., the wa iting time when r (n)

0). Each pair in the table Consists of the number of

nodes in the network with this connectivity foLlowed by the

zero load delay prediction . At that time there was one

f i ve—connec ted  Pluribus IMP in the n e t w o r k .

Connec t i v i t y  516 316 TIP

1 0. .63 2. 1.87 3, 3.79

2 5.. 1 .40 9, 4.57 12. 10.38

3 11, 2.36 5, 8.83 9~ 24.93

4 1. 3.61 1, 16.66 0~ 86.17

Table 3.8 Connec t iv i t y  of p rocessor  types

The zero load average waiting time for non—routin g packets

in the three leveL system is essential ly zero. The range is

from .000645 to .0130 msec. Comparing these values with 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - -  -~
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those in Table 3.8 we see the d ramat i c  e f f e c t  of th is  change

in pr io r i t ies .  The zero Load ave rage  w a i t i n g  t ime fo r  non—

routing packe ts  in the two level sys tem is f rom about 1000

to 6000 t imes what  it is in the th ree  level  sys te m !

The hehavio r of these systems over the complete range

of channe l ut i l i za t ion  (where packe ts  of 300 b i t s  aver age

len gth occupy the channels ) is shown in Figure 3.3 p a r ts  (a)

through (f). ALso shown in the figure are measured data

poin ts (as squares) where such data exists. We show only

the results for the two and three connected nodes (those

which are most prevalen t in the AR PAN FT ). Each part of Fig—

ure 3.3 Consists of three curves. The curve which lies

between the two others shows the performance of the two Lev-

el system and the other two show the three Level system ’s

performance. Average waiting time for routin g and non—

routing packets is shown in the highest and lowest curves

respective ly. The gain in delay for non—routing packets is

the difference between the middle and the lowest curve. The

cost in delay for routing is the difference betwee n the

highest and the middLe curve. For parts (-a ) and (I’) the

bottom curve is aLmost Indisting uishable from the axis

(i.e., nearLy zero waiting tim e throu gh the entire range).

Notice in parts (b) and Cd) that the model is a good lower

bound to the measured results. Since we overestimated the

hi gh Level processing time, an upper bound was expected.

The fac t that a Lower bound was achieved Is most L ikely due

to the underest imat ion of x (u) .

_  _ _ _  _ _ _ _  - - ~~~~ - -  - .1
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Figure 3.3. (a) Mean waiting time on TASK queue (2-connected 516 IMP).
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Figure 3.3. (b) Mean waiting time on TASK queue (3.connected 516 IMP). 
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Figure 3.3. (c) Mean waiting time on TASK queue (2-connected 316 IMP).
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Figure 3.3. (d) Mean waiting time on TASK queue (3-connected 316 IMP) .
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Figure 3.3. (e) Mean waiting time on TASK queue (2-connected TIP).
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FIgure 3.3. (f ) Mean waiting time on TASK queue (3-connected TIP).
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:1 Substitut ing the two LeveL system model for the con-

stant processing delay term in the lkLei 74) mode l causes

the predicted delay to increase to 165 msec for March 1977.

This is an increase of 126% (i.e., from 73 to 165 msec ) over

the August 1973 vaLue of predicted delay. Reca lL that the

ac tual increase in delay was 145% (i.e., form 93 to 22~

msec ). A better (i.e., larger) estimat e for x (u) would

drive this prediction closer to the actua l delay. A ssuming

that the ratio of predicted deLay to actual (measured ) delay

rema ins fixed (i.e., 73/93), then the projected mean round—

trip delay for March 1977 wouLd be approximately 129 msec if

routing updates were processed at tow priority. This

represents a 44% reduction in delay !

It is clear from these results that a substantial

redu ction in nodal processing delay wou ld result from reord—

erinq the priorities within the system. But this is a local

optimization which may eventually lead to worse overall pe r-

form ance in a network—wide sense. ~ecause the specd of the

pr ocessing of routin g Inf ormation is substantially reduced

by the reordering , it may happen that routing information

w I LL rot be propagated as quickly as needed. Looking at the

three—connected TIP for example , we see that rout inç pro—

cessina incurs infinite delay at about .6 channel uti liza-

tion. To determine whether this LocaL optimization Leeds to

a gLoba l optimum or Leads instead to disaster , Let us exam—

In c the simulation results in the next section . 
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A simula t ion was per formed under the same cond i t ions  as

described in chapter 2. The local Loop free algorithm was

modified to perform routing processing at Low priority.

This new algorithm (LLFLR) was used in the simu lation . The

resuLt is compared in Figure 3.4 to the LLFR aLgorithm of

chapter 2. The figure shows the network—wide mean delay as

a func tion of offered Load. It appears that the Loca l op-

tim ization in this case leads to a global optimum s since

LLFLR out performs LLFR at each load. One wou i.d therefore

expect that if Low priority routing uodat e process inq were

done in the ARPANET , then the mean round—tri p delay woutr’

fall much cLoser to the predicted (rather than the measured )

vaLues in Table 3.1 for May 1974 and August 1977, as m di—

cated in the Last section. This wojtd reduce the mean delay

to be within the specification of 200 msec. 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Figure 3.4. High and low priority routing (simulation).
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3.5 ~Q~ &i1U~ iQQ~
There are t w o  importan t general Lessons  to be learned

here. (1) In orde r to provide d i f f e ren t  leve ls  of service

to d i f f e r e n t  c L a s s e s  of cus t ome rs~ one must be c a r e f u l  to

prov ide that order of s e r v i c e  at e a c h  s t e p  of the p r o c e s s —

V 
ing. For example, i f  one wishes to guarantee that priority

packets traverse the network more quick ly , on the average .

than do non— p riority packets , then pr iority packets must he

serviced with priority from ~jj. queues in wh ich they may

wait (i.e.. the Task queue as well as the channel queue. in

this case). (2) Examination of the worst case phenomenon

should not be used alone in arrivin g at decisions regarding

priority of service . Rather one should evaluate the impli-

cation of those decisions over the entire range of system

opera tion.

We have c o n c e n t r a t e d  in th is  chapter  on a s m a L l  (but

important)  part  o f  the  p r i o r i t y  s t rj c t u r e  w i t h i n  the ARPANET

nodes . There are other areas w i th in  the system p r i o r i t y

structure which may bear fruit in terms of reducing delay or

increasing throughput.  There is a o r i o r i t j  s t ruc tu re  w i t h

wh ich  the channels are accessed as we lt s which provides

ano ther area for investigati on.

In this chapter a high degree of overhead due to the

A RPANET routing update proce dure was exposed. The next

chapter concentrates on the issue of overhead in period ic

adaptive routing in Large networks.

V.--,

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  V ____
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C H A P T E R  4

ON THE EFFECT OF PERIODIC UPDATE ROUTING PROCEDURES

6.1 I Q Q ~~~~UQQ

In a packet switched network , some form o f  a d a p t i v e

routing procedure is desirable so that packets may be routed

a roun d line and node fa i lures and poss ib ly aroun d co ng es ti on

in the network and to allow the network to adjust to dras—

tics changes in inpu t traffic matrix. It is clear that

there must be som e overhead associated with any form of

adapt ive routing (i.e., the channeL time and processor time

r equired to generate. transmit . and process the routin g

information) . Clearly , one would hope that the cost for

such adaptive routing does not exceed the benefits derived

therefrom. Since adaptive routing is considered to be

necess ary in practice , its overhead has received only par-

tial consideration by most authors CCegr 75]. [FuLt 723.

[McCo 75], (McQu 743, (Pick 76]. In this chapter . we study

some unusual phenomena caused by the interference of routin g

updates. Specifical ly , we consider the cost (in terms of V

message delay) of the current ARPANET routing update pro-

cedure. we begin by presenting some results of a set of

measurement experiments which prompt ed an analysi s of the

* This chapter is a revised version of (Nail 76).

_ _ _ _  
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effects of the routing procedure on message delay. A sim-

plified model of the system is then discussed am! analyze d

exact ly. This exact solution is a bit unwieldy for highly

detailed models in which case we resort to simulation to

show the performance and to demonstrate the effect of modi-

fied routing schemes . The simulation results indica te a

rather hi gh cost associated with the use of periodic routin g

updates in networks the size of the ARPANET. THs suggests

the use o “passive ” routing schem e with catastroph e—

triggere

4.2 ~~~~~~~~~

~e set out to determine by what mean s and how accurate-

ly one could predict round—trip network delay for a stream

of messages with fixed ir i terarrivat times based on previous

delay sa~nptes in the ARPANET. This traffic pattern is exhi-

bited by fixed data rate sources such as soeech CFor a 75a].

These measurement expe riments were conducted with no inten-

tion of considering the effects of the r~,r -odic update

scheme used in the ARPA NET. We observed a much tower than

expected correlation between successive delays (see Chapter

5). In experi n ents sending data as fast as possib le~ suc-

cessive deLays dispLay higher correlation CK t ei 75a] than do

those for a fixed intera r riva t tim e source. A closer look

(sugoested by 0. Cohen of the Information Sciences 
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Inst i tute,  U n i v e r s i t y  of Southern  C a l i f o r n i a)  r evea led  some

interesting phenomen a regarding the effect of periodic rout-

ing update procedures.

The experiments took place on Friday evenina December

12, 1975. between the hours of 9 and 11 p.m. PSI. (A tight

n et wo rk  toad  and there fo re  near ly constan t delay was expect-

ed during this time period. ) FuL L single—packet messages

were sent from the UCLA POP 11/45 to a “discard fake HOST”

(a portion of the ARPANET IMP software which mimics a “real

HOST” acting as a sink for a message stream . see [~ BN 69])

over (minimum hop path ) distances of 1, 2, 5 and 10 hops at

fixed interdeparture times of 124. 165, and 24P msec. The

round—trip delay (i.e., the deLay from the time tt~e message

is ready to he sent until the end—to—end acknowl edaement ——
RFNM —— is returned ) was measured by the POP 11/45 and

recorded for subsequent study.

Fi~jures 4.1 through 4.6 show som e of the round—trip

delay measurements plotted against ~ie ssage sequence number

(i.e., time). Here we show network deLay as a ‘unction of

(mes sage arriva l ) time. These particular samples are

representative of the collection of experiments.

Notice the unusual increases in deLay at regular inter-

vals (of about 30 messages ) in Figure 4.1. In each interval

there is a group of three dominant peaks separated by two

reguLarLy spaced points where the delay is near the minimum.

Notice also the regular decrease in the first peak in each

group wi th time until it is replaced with a fuL l sized peak 

—-- -—-~~~~~~ --V ~~~~~~~~~~ —~~~~~~~ - -~~-



- 
~~~~~~~~~~~~~~~~~ V~~ ~~~~~~~~~~~~~~~~ ~

-VV•_______ V 
~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~

at intervals of five groups. This curve is in fact a

periodi c function (with some “no i se ” due to the “other ”

back grouna data traffic ) with a period of about 1SC mes-

sages! (Our model in a later section and the correlation

results in  Chapter 5 show that the period is actuaLly 160.)

This periodic behavior is less noticeable at longer

network distances. There is a pattern of climbina to a

local maximum and suddenly dropp ing and startin g the cl imb

again in Figures 4.2 and 4.3. Generally speaking increases

V in delay are gradual while decreases are immediate (though

the opposite condition occasionally occurs as well ). The

curve shown in Figure 4.4 varies quite severely. There is a

pattern however , and very close examination reveals a

perio dic function (again with some noise ) with a p eriod of

approximateLy 130 messages. Plots of other samp les show

that the shape of the curves is nore related to the data

rate than to network distance.

One would not normalLy expect to see such a regular

variation in delay w i th time assuming no control on the oth-

er network traffic. Rather one migh t expect to see a random

function of time , po ssibly with a slowly var ying average

which changes with network Load ECohe 74]. (Indeed, the

Latter was our hope; we were looking for delay predictors. )

Below we pre sent an anaLysis of the regularity of these

delay functions.
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Figure 4.1. Round-trip delay measurement (1 hop. s~124).
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Figure 4.2. Round-trip delay measurement (10 hops. s”124).
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Figure 4.3. Round.trip delay measurement (5 hops, s~248).
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FIgure 4.4. Round.trip delay measurement (2 hops. s—165).
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4 . 3

3efore proceeding with the analysis , we must first

desc riLa the important features of the periodic routin g

update scheme in the ARPANET.

4.3.1 &ae~ i~i QffE.1Q~1c C9L~i!L~ ~~~&!~ ~~~~C1~~1QO
There e x i s t s  a bas ic  routing in terva l  of 640 m sec .  The

beginning t ime fo r  the bas ic  per iod is chosen e s s e n t i a l ly  at

random for  each hal f—duplex channel in the ne twork .  It was

noted . by BBN, that as the network grew in size, routin g

information was not being propagated in a tim ely fashion

with only one update per basic period [BPs 74]. Therefore

provision was made to send up to five updates in one basic

period. During a basic period the line uti lization (includ-

ing that for updates) is measured to determ ine the number of

updates to be sent during the next basic period. For eac h

additional 20% of tine utiLization , one of the five po ssibLe

updates is dropped . For example , at 65~ Line ut il ization

only two updates are sent in the next basic period. It is

important to note that the updates are not necessarily even-

Ly spaced within the basi.~ period. Rather th is period is

divided into five equal segments. Routing updates are sent

only at segment boundaries (i.e., every 128 msec). For the

20 to 40% range . for example . updates are sent at C’ 128,

384, and 512 msec into the basic period (rather than 0. 160,

320, 480 msec for evenly spaced .ipdates ). Routing update

packets were 1160 bits in Length. requiring 23.2 msec to 
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transmit on the 50 kbps channe ls used in the ARPANET (recent
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changes have increased this somewhat). Additiona lLy , ap-

proximate ly 12000 machine cycles (based on a measurem ent

reported in CBBN 75]. see Chapter 3) are required to digest

an incom ing routing update (i.e.. 11.52 msec for a 516 T MP

and 19.2 msec for a 316 IMP). Chapter  3 examines the impor-

tance of this overhead within the nodes.

4.3.2 ~. ~~~~~
Our analysis uses a queueing system with some “back-

ground” traffic (i.e., routing and ambient data traffic ) ta

which we add a stream of determ i ni s~ icat ly generated tra f-

fic. The inclusion of the ambient data traffic is to model

the interference caused by other packet sources in the sys-

tem. We wish to study the system tim e of this added stream

traffic (i.e.. the round—tri p delay as shown in Figures 4.1

through 4.4). We first exami ne the waiting time on a single

channel. The mode l for the single channe l is pictured in

Figure 4.5. There are three classes of customers arriv ing

to a single queue ; routing update packets (R). ambient data

R’~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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FIgu~. 4.5. Sln~e elsannel model.
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packets (A), and stream packets (S). ~Ll arrivals are

served in f i r s t — c o m e — f i r s t — s e r v e d  ( F C F S )  fashion (t houoh in

the ac tua l  system , routing update p a c k e t s  take  preceden ce

over both pr iority data  packe t s  and con t ro l  packe ts ,  a l t  of

which t ake  precedence over non—pr ior i ty  data packe t s ;  see

Chapter 3). The effect of this is negligib le for our pu r-

pose here as we show l a te r .

Let w (t) represent the waiting time for a stream traf—

fic packet arriving at time t.. Suppose li(t) is the amount

of work of type R and A remaining in the system at tim e t.

As Long as the stream a r r i va l s  have no priority over other

customers , an arrival must wait until all work in the system

has been completed before receiving any service of its own.

The amount of work in the system found by an arrival at time

• t is at least U (t). Hence

w (t) ? iJ(t)

Equality is achieved for an arrival when it is the first

stream traffic arrival in a busy period (i.e.. a period of

continuous activity by the server).

For simplicity of the following analysis . we assume

that the ambient data traffic has zero intensity . U (t) for

a system void of any data traffic is shown in Figure 4.6.

At the arrival time of a routina upda te packet , the amount

o f  work in the system jumps up by 23.2 msec (the service

time of a routing update packet ). With no other packets in

.
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the sys tems the routing update packet  Is immediately served

at a rate of one second per second, and exits the channel

a f te r  23.2 msec.  A f t e r  the departure there is no work  in

the system until the next arrival.

A more interesting measure of pe rformance is w (sn), the

waiting tine for the rith messaqe . where the constant in—

terarrival time of the stream traffic is s. Figure 4 .7  is a

plot of U(sn) for s = ?48, 165, and 124 irsec (i.e.. the

per iods used in the measurement expe r imen ts ) .  ror these

values of s (and the message s ize  used in the measurement

exper iments )  the line u t i l i za t ion  is in the 20 to 40% range

so that every fifth update is dropped. These single channel

curves  n ice ly  d isp lay  some of the c h a r a c t e r i s t i c s  of delay

shown in Figures 4.1 through 4.4. The major  shape of Figure

4.1 is near ly  the same as U( 124n) . U(165n) and U(268n)

d isp lay  the r e L a t i v e  va r i at i on  of the previous correspondin g

figures. That is U(165n) va r i es  more rap idLy than does

U (248n) which in turn varies more rapidly than U(124n) and

corr espondino ty Figure 4.4 varies more rapidly than do Fig-

ures 4.2 and 4.3 which In turn vary more rapidly tttan Figure

4.1. One can c lear ly  ident i fy  the per iod of ea ch U(sn)

curve.  Indeed, L EV I P(s )  represent the per iod of U(s n) .
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Then

P(s) = L C M ( s , r ) / s

where LCM (x,y) the least common multiple of x and y, and r

the routing period (i.e., the minimum time r such that the

pat tern of routino arrivals is the sane in the intervals

(0.r ), (r,2r). (2r .3r), ...). For these examples , r 640

msec. P(s) has the values 80. 128, 160 for s = 2 4 g.  165,

and 124 respectively.

Figure 4.~3 shows the detailed precession of the periods

of the routin g and stream traffic. Each row in Figure 4.~

shows one period of the stream data. The relative positions

of the data CS) packets and the routing CR ) packets within

the period are shown. Notice that every fifth routing up-

date packet is missing. The figure makes clear the fact

that the priority which routing update packets carry has no

e f f e c t  (in the absence of ambient data t r a f f i c) .  That is.

data p a c k e t s  are delayed (by rout ing update p a c k e t s )  only

when they a r r ive  whi le  the channe l is busy serv ing a routing

update p a c k e t .  Since preemption is not permi t ted  on the

channels. o c c a s i o n a l l y  a routing update packet  must wait for

a data packet  to complete se rv i ce  on the channe l before

being t ransmi t ted .

Si 96
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W hen packe ts  pass through more than one tandem channel,

a more compLicated pattern arises. An example pattern for a

system of two tandem channels is shown in Figure 4.9. Onc e

the packets are delayed at channe l 1, their arrival rate at

channel 2 then corresponds to that of the routing update

packets. Durin g this time we have two deterministic streams

arriving at a constant offset. Hence the waiting time at

channel 2 remains constant (except for routing drop outs)

until the data packets are no longer delayed at channel 1.

This example illustrates the climbing—dropping phenomenon

shown in Figures 4.2 and 4.3.

An exact solution of the n—node tandem server mode l is

highly dependent on the phasin g of the routing updates on

the various channels , as seen in Figure 4.9. This dependen-

cy produces an unwieldy solution. Therefore. in the next

section , we use simulation to study a model which is more

closely tied to the actuaL system.

4.4 ~i0I.L k~ t 1Qfl -

i~aving shown the exac t  behavior  for the single chann eL

s y s t e m .  we now resort to simulation to ilLustrate some

phenomena present in the more complicated tandem system.

Essen t i a l l y  i den tica l  exper iments ,  as descr ibed in the above

measurement  sec t ion ,  w e r e  per formed using a rather de ta i Led

simulation of the ARPANET.  The s imulat ion program was  wr i t -

ten in P1/I for the I~~P1 360~ 91 at UCLA . There were three

main differences between the measurement and simu lation. In

- -- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -5 - - - -  - - V
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the simulation , the ambient data traffic was set to zero.

node—to—node acknowledgements were not used, and the phasing

of the routing update packe ts  on the  va r ious  channels was

not synchronized with that of  the measurement experiments.

Therefore . we expect to see the same per iod d isp layed  but

possibly a different shape for the delay curves. Indeed

Figures 4.1 and 4.10 show a curve with a period of 32f mes—

s a g e s .  N o t i c e  that the period differs from that of U (sn)

for th is data ra te .  Th is  is due to the  f a c t  that  w h i l e  the

data rate causes  a s tab le  ra te  of four routing updates per

basic period , the return path carrying RFNM ’ s alternates

between four and five updates per basic period. This

results in a stable rate of nine updates in each two basic

per iods.  That is, 1280 is the minimum t ime r for  w h i c h  the

pa t te rn  of rout ing a r r i v a l s  is f i x e d  in the  i n te r va l s  (0,r) ,

(r,2r), (2r ,3r) ,.. .  . Therefore, the rou n d—trip delay curve

has a per iod of LCM( 124 .12 80)/ 124 320 messa ge s .  F ig ure

4.1 may exhibit a period of 160 messages due to the node— 
V

to—node acknowledgemen ts which elevate the traffic on the

backward  channel just enough to fo rce  a constant  r a t e  of

four updates per basic period. One also notices that th~

minimum va lues  for F igures  4.1 and 4 .10 are  not the sane.

Th is  is due to severa l  f a c t o rs .  In the s imulat ion we have

estimated the channe l propaga tion time and the nodal pro-

cess ing time ; both are likely lower than their actua l value.

Another  f a c t o r  is that  we have as sumed zero a c c e p t a n c e  t ime

for the message at the des t inat ion  node and for the PFNM at

- _ _~~~~ rn~~~ — - — -~-- -- -
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the source node. These assumptions drive the delay down for

the simulation and hence lowers the vertical offset.

Figures 4.2 and 4.3 are too random to identify a

period . However , one should notice the s l o w  c li m bi ng a n d

rapid falling in the curves in Figures 4.2. 4.3. 4.11 and

4.12 (though the measured data is quite noisy). The most

rapid va r ia t ion,  t o t h  for s imu la t ion  and measurement ,  is the

packet rate of approximately six per second shown in Figure s

4.13 ~nd 4.4 respectiveLy. Roth curves possess a period of

128 messages.

Nest led between the large delay s in Figures 4.1 and

- 1 4.10 are some smalL mounds. These are due to th~ interfer-

ence between routing updates and stream traffic in the

“TASK ” queue CMcQu 72] (i .e., data packets waiting to be

placed on an output queue and routin g update packets waiting

and being digested into the Local routing table). The TASK

queue is currently served in FCFS fashion . A conceptually

simp le m odification is to serve routing update packet s at

Low p r i o r i t y  f rom the T A S K  queue. (Th is  is d i s c u s s e d  at

Length in Chapter  3.) Fio ures 4.14 through 4 . 17 show the

effect of sending routing updates at the same rate as be-

fore, but processing data packets by-preempting the process—

ing of ir~terferi ng routing updates. Notice the decrease in

both the a v e r a g e  and v a r i a n c e  o f  delay . These curves show

the best poss ib le  de L ay under the cu r ren t per iod ic  update

s c he a e ,  assuming preemption is not allowed on the channels

as well.

~ 
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Figure 4.10. Round-trip delay simulation (1 hop, s=124).
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Figure 4.15. Round-trip delay simulation with low priority routing processing (10 hops, s 248).
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For sending s t r e a m  t r a f f i c  in an o t h e r w i s e  empty  net-

w o r k ,  the p rocess ing  of routing upda tes  at (ow p r i o r i t y  pro—

v ides super ior  pe r f o r m a n c e  to the current FCFS approach.

There may be some ques t ion  whe the r  this superiority would

remain in a loaded n e t w o r k .  As the t r a f f i c  i n c r e a s e s,  the

routing updates remain on the TASK queue fo r  a longer t ime

tnus caus ing a poss ib l e  taq  in the  p ropagat ion  of recent

rout ing i n fo rma t i on .  Even tua l l y,  one might expect that tag

would resul t  in wors e routes beina used , and correspondin aly

i n c r e a s e d  de lays .  This possibility must be compared against

the added delay to dat a t r a f f i c  in the FCF~ case. An al ysis

of a s ingLe  node in i so la t i on  as w e l t  as t he  resu l t s  of

s imulat ion of a ne twork  appear in Chapte r  3~ with the con-

c lus ion  -c hat  rout ing update p r o c e s s i n g  at tow p r i o r i t y  is

good both Locally and globally.

Cne may go one step further and consider the rerform—

ance of a system where routing update packets may be

preem pted  f rom s e r v i c e  on the channe ls  as w e l t .  T h i s  “t o t a l

background” routing may be difficult to impLement in prac-

tice. The next step , if we iQno re ‘~‘twork compon ent

faiLures for the moment , is to eLi m ina te routi ng up dat es and

to  use some form of f i x e d  routing. As w i t h  t o t a l  hackc round

routinn , this causes no interference of data packets due to

routin g information processinq. One wonders i f  fixed rout-

ing w i lt be Less e ffective since it canno t adapt te cha no inq

tr a ffic patterns (i.e., at very Low traff i c levels fixed

rout ino per fo r ms  b e t t e r  than adap t i ve  schemes ,  hut pe rha o s

______ 
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may fail at higher traffic Levels). Iowever, we do reca ll

from CK Lei 64) that properly des igned fixed routin g pro-

cedures may be superior to adaptiv e ones. This is further

sup ported by IPric 72) .  Fig ure 4. 1R a L s o  s h ows  t he r e l a t i ve

V pe r fo rmance  of a f i x e d  s c t ~eme ( F R )  an~ the two  o t he rs  (HDR

and LLFLR as described in Chapters 2 and 3) . To g i ve  per—

spe c t i v e  here, we note that a r e la t i v e  t r a f f i c  load of 1.0

is s l ight ly  higher than the w e e k l y  average t r a f f i c  level

repor ted in ( KLe i  74) . We note a lso  that with a high degree

-

- 

of confidence , the values for mean delay are  c o r r e c t  to

w ithin ±7~ for the first three leveLs of relative traffic

i n tens i t y  (i.e., 1.0, 5.0, and 10.0). The va lues  a bove

intensity 10.0 are Less preci se, but the only questi onable

points  are fo r  LLFLR and FR at load 14. The ranoc of va lues

for LLFLR ana FR over Lapped in the seve ra l simula t ions for

this  i n tens i t y .  The f i x e d  routes used w e r e  the s h o r t e s t  iiop

pa ths .  One could choose an even b e t t e r  f i x e d  rout ing scheme

by using the f l o w  d e v i at i o n  method (Gerl  73] for  e x e m p t e .

P~otice that fixed routing always performe d better than the

foreground routing (HDR). and onLy at very high traffi c (ev

ets is it worse than the background processing routing

(LLFLR). This suggests that the cost o f  routin g ~~ the

ARPANET is e x t r e m e l y  high indeed, s i nce  t r a f f i c  L e v e l s  a re  
—

cur ren tLy  ve ry  la w .  

-- --- --5—-- - - _  _ _
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We have so far ignored network failures. Tt is clear

that failures do occur in practice. Long term monitoring of

the ARPANET CM cKe 74] shows a mean t ime between failures

(MTBF) of 431 hours for Lines and 221 hours for nodes.

Failures cause topo log icaL changes to occur  in the ne two rk

in the fo l lowing  two ways .  When a channe l fa i ls .  it is as

if it were removed from the network. When a node fails , aLL

i ts  a t tached  channeLs are removed f rom the n e t w o r k .  We

def ine the n e t w o r k — w i d e  MTBF to be the mean t ime be tween

channeL remova ls .  Then w i t h  the 7 nodes and 65 full duplex

channeLs ,  in the June 1975 ARPANET # and assumin q that  each

node is of average connectivity (i.e., approximately 2.24

C5DN 75)), these figures yield a network—wide MTBF of 3.76

hours.

A f a r  better method of routing, it appears, would be to

use  a “pass ive ” scheme.  In such a scheme one e s t a b l i s h e s

routes and continues to use then in a fixed routing fashion

until some catastrophe occurs (i.e., a failure or possibl y

even seve re  conges t ion) .  At the t ime a ca tas t rophe  o c c u r s

one coul d “tu r n  on ” rou tin g updates until the tables “sta-

bilize ”. From the above data one can see that the average

time between turnin g on routing due to failure would be

aLmost two hours (or approximately 10000 times the basic

routing perlod )~

Recen t ly  a techn ique c a L L e d  “e x p l i c i t  path routing ” w a s

in t roduced by Jueneman and Kerr (Juen 76] . This scheme pro—

v ides  for  a set  of f i x e d  paths be tween any node pa i r  and

- - 111
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requires no updating of  routing tables . This procedure

deserves fur ther  i nves t i gat i on  in Light of our r e s u l t s .

4.5 cQo~ilJ~iQo~
In this chapter we have shown some interesting message

delay phenomena for periodic stream traffic attributable to

the periodic routing scheme used in the ARPANET. ~e con-

clude that  per iod ic  rout ing is quite c o s t l y  in medium s i z e d

(and bigger ) networks. In order to assure good cerformance

in the f a c e  of f a i l u r e  (or heavy conges t i on)  one pays a high

price in terms of message delay for periodic routing update

procedure s in networks of the size of the ARPANET . We sug-

gest the use of a passive routin o schemes in which updates

are scheduled (only) as the result of failure (or heavy

congestion ). The results presented here suggest that this

method couLd provide superior performance at reduced cost.
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CHAPTER S

(SOURCE AND ) DESTINATION BUFFERING CONSIDERATIONS

FOR STREAM TRAFFIC CO~IMUN ICATIO N

5.1 ~~~~~~~~~~
in communicating stream information via a packet

switched network rather than the traditionaL circuit

switched (or dedicated ) network there arise some unique

problems which require solution. Amon g these problems is

the packaging of informat ion into packets. Some ad hoc

soLutions to this problem are discussed in section 5.2. ~ut

the chief concern of this chapter is dea ling with the vari-

able delay imposed by a packet switched network. Several

methods of Limiting this variability in the output by desti-

nation buffering are considered. 3y delaying the output of

the first message of a stream , one may limit the frequency

and duration of gaps in the output (i.e., intervals of time

in which no data is avaiLable to output). Such gaps are

undesirable since, to some extent, they destroy the rhythm

of the output and thus hinde r the intel l ig ibiLity of the

information. Clearly , as the first message delay is in-

creased, the frequency and duration of gaps decreases. In

the Limiting case of infinite destination buffering delay i t

is guaranteed that zero gaps wilt occur in the output but

this of course destroys the interactive nature of the

_ _ _ _ _
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communication. Therein lies the tradeoff which is examined

in th is  chapter ,  name Ly gaps versus delay .

By assuming s ta t i s t i c a l  independence of the de lay  e x —

per ienced  by s t ream p ac k e t s  t r a v e r s i n g  the ne twork , we may

anaLyze this tradeoff. The assumpti on is somewhat justi—

fled, but fails to be true under certain conditions , which

we p ar t i a l l y  examine . Based on th is independence assu m pt ion

we can derive some genera l analytic results. Numeric al

resu l ts  are  presented for the exponent ia l  d is t r ibu t ion  in

some de ta iL  and to a l esser  ex ten t  for a c l a s s  of r— s t a g e

Ertan gian distribution of delay. Fo llowing the theoretical

pe r fo rmance  resu l t s,  we present some resu l ts  of a s imula t ion

wh ich  a l lows  for  the re laxa t ion  of some o f  the assumpt ions

of the model. This is accomplished with the use of a trace

driven simulat ion of the var ious bu f fe r ing  methods.

5.2 ~~~~~~ ~~~~~~~
4henever s t ream informat ion is produced by the source

in units wh i ch  are s m a t t e r  than a ful l  packet  (or m e s s a g e )

we have the option of sending the information in partially

full packets. Doing so reduces the time required to create

a packet , hut increases the throughput requirement of the

source s ince  packe ts  conta in  a non—zero  amount of o v e r h e a d .

Once aaain~ one find s a t r adeo f f  be tween  throughput and

de lay !

This t r a d e o f f  Is p ic tured in Figure 5.1 for the f i x e d

rate ARP A NET LPC algorithm (see (Coh e 76]). There is a
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l inear i n c r e a s e  in packe t  f ill t ime  as ~e move f rom the

minimum of one parce l  to the maximum of 16 p a r c e ls  per pack -

et .  (A pa rce l  cons i s t i ng  of 67 b i t s  con ta ins  one set of LPC

c o e f f i c i e n t s  and as such is the sma l les t  unit w h i ch  may he —

separate ly interpreted at the destination. ) The slope is

19.2 msec/parce l . It is clear that an inverse reLationship

holds for the throughput in terms of either packets /sec or

bits/sec as shown. If the network protocol uses a full

packet time to send a partially full packet (e.g., a slotted

channe l as in the ARPA SATNET tK lei 73) and PRNET

[Kahn 75))~ then the b i t s / s e c  cu rve  is of no use.

Two ex t re me ap proaches e x i s t  for a sending s t r a t e g y:

(1) minimize delay (at whatever the resulting throughput

requirement ); and (2) m inimize the throughput requirement

(d t  whatever  the resu l t ing delay) .  It is c lea r  tha t  the

cho ice  of  sending fu lL packe ts  s a t i s f i e s  (2) .  l’ow eve r ,  it

is not so clear that sending the smallest packets m ir imizes

the overa l l  de lay .  -

~~~

Let f (p) ,  x (p) ,  c (p) .  w (p) ,  and D(p) be defined as fat—

Lows for the s t r e a m  packe ts  give n that packe ts  of s ize p

p a r ce l s  are in use.

f(p) the fill time.

x (p) = the ne twork  t ransmiss ion  t ime .

c(p) = the network  propaqat ion and p rocess i na  t ime ,

w ( p )  the average ne twork  w a i t i n g  t i m e s  and

0 (p )  the average des t i na t i on  bu f fe r ing  t ime.  
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We w i s h  to  m in im ize

f(p) + x ( p )  + c(p) + w ( p) + 0(p) (5.1)

over the choice of p between 1 and 14. wh i l e 1 (p) and x(p)

increase with p, w (p) and 0(p) decrease as p increases.

Since channeL utiLization decreases as p increases we expect

the average waiting time to decrease. This in turn causes a

decrease in the variati on of delay and therefore r(p) may be

decreased to give the same gap probability (see section

5.3). Also , ‘ r the same (packet) gap probability , as the

number of packe ts increases (as p decreases ) more parcels

are effected ~y gaps. and thus ~ must be increased to pro-

vide equal inte ll i gibi lity. Therefore is is difficult to

find that p which minimizes overa ll delay .

Between these two extreme sending policies there are

many alternative approaches (e.a., (a) minimize delay at

“reasonab le ” throughpu t requirement ). Beyond p 5  the

throuah put curves are relatively flat (i.e... the throughput

requirement does not change significantly between p 5  and

p l 4). Therefore a choice of ’ p 5 ,  6, or 7 seems to fit

approach (a).

~~ci~~i~ ~~~~~~ ~_ iu 
-

One would like to go a step further in minimizing eoua—

tion 5.1. and use packets of variable size. For example ,

one may wish to use smaller packets when w is likeLy to be

large thus reducing f and x, and conversely send Larger

_ _  -
~~
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packets when w is Likely to be small enough to guarantee

that overall delay wiLt not exceed a tolerable level.

An examination of this approach has shown that on a

m icroscopic scale (i.e ., packet by packet ) it is infeasible

since it was found that future delay is not well pr edicted

by past deLay in general. The corre lation resuLts presented

in section 5.3.3.2 attest to this. Therefore durina the

short term it is wise to use fixed p.

On a macroscopic scale some adjustment of p may prove

useful. This may be accomplished by using the destination

monitoring techniques discuss ed in section 5.3. ~s network

delay increases one may wish to use smatter p. Tb-i s may be

done only when w is not signifi cantly increased by this

decrease in p. I-f n e t w o r k  de lay i n c r e a s e s  quite substan-

tially then an increase in p is in order (to reduce w).

we have offered here only ad hoc suggestions for the

sending process. With a good model for w (o) some useful

anaLytic resuLts would be attainable. But since~ as pointed

out earlier , the throughput requirement curves are fairly

flat past p=S, the payoff gained by such analysis is like ly

to be minimal. We shall therefore direct our attention to

the receiving process.

5.3 ~~~~~~ rt~~
j
~ iag

The aim of adaptive receiving of stream traffic is to

output the information with as cLose to the same ti m inn with

w h i c h  it was originally generated under the con straint of

—- ~~~~~~~~~~~~~ V~~~~~~~~~~~ •1~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ i
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allowing interactive comm unication (i.e., reasonably small

deLay). It is particularly i mportant in the case o f  speech

to reduce the frequency and duration of gaps in  order to

insure acceptable intelligibility. In this section we first

describe three methods of gap contro l using buffering , and

two playback strategies for handling those gaps which slip

through the control procedures. The performance of the

various schemes is then analyzed . We then present some

num erical results for the theoretical performanc e , foLlowed

by simulation results comparing the various proceoures.

5.3.1 ~~p
r Since var iab le  delays do occur  in a packe t  s w i t c h e d

network , if no smoothing were done . gap s would occur in the

output of a packet stream . That is, there would he periods

of time in which no data was availabLe for playout . Th is

h3s disastrous effects on the understandability of speech in

part icu lar and in general violates the definition of stream

traffic. Therefore gap prevention or reduction is neces—

s ary.

One method of gap :ontroL is to deLay the output Øf the

beginning of a sentenre (i.e., a period of activity by the

sender) by an amount 0, which may be selected at the begin—

fling of each sentence based on samp t ino of previous delays.

Another scheme is to slow the playout in the absence of the

next packet and speed ptayout when an exress of wa itinq

p ackets exists. (The effect of this on Inte lligibility may

_ _ _ _  -V - - - -  ui4
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not warrant its use.) One may mix these two to arrive at

stiLl others or invent new ones. We shalt consider only the

f i rs t  scheme.

The first packet of a sentence wi lt be delayed by an

amount called the destination wait time denoted as 0. The

cho ice of  P sh~ u t d  be made Large enough to reduce the fre-

quency of gaps to a tolerable leveL but small enough to

retain the interactive nature of a conversation. In a Later

section we shall consider several adaptive methods for

choosing 0.

5.3.? ~~~~~~~~ ~~~~~~tlQ~~~~

Unless D is very Large, there is a non—zero p robab i t- it y

that a gap wi lt oCcur. The purpose of this section is to

describe two method s of dealing with this eventua lity. The ‘1

firs t method (method E) wouLd expand the playout time of a

sentence in order to include all packets in the output pro-

cess. The second me t hod (method I) preserves the timing at

the expense of ignoring some late arriving packets (or par-

ti al packets ). These two approaches lie at opposite ends of

a continuum of choices for dealing with gaps. At constant

dela y (e.a., dedicated channeL ) the two extremes are

equivalen t. Also if P is Infinite the extremes coincide.

However , with finite 0 and variab le delay the extrem es

separa te. The separation increases as detdy variability

increases or as 0 decreases. At infinite delay variabiLity

method E requires infini te time to output a sentence (of

V ~~~~~~~~~~~~~~~~~~~ - V - V V - V~~~~~_V~
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more than one p a c k e t ) ’  w h i l e  method I would output only the

f i r s t  packe t  of a sentence and ignore any o t t e r  p a c k e t s .

Thus method E p reserves  the i n fo rma t ion  at the ex pense of

the in terpacket  t i m ing,  and method I p r e s e r v e s  the in te r—

packe t  t iming at the expense of d i sca rd ing  some in format ion.

V W i t h  f in i te  delay var iab i l i ty and - f i n i t e  P one can env is ion

methods wh i ch  lie between the two e x t r e m e s .  For example ,

one may wish to discard only those packet s which arrive both

late and out of orde r (i.e., a packet is discarded if its

successor is currently being output ). Such a scheme has

properties of both methods E and I. The time axis is ex-

panded when a packet is just late, yet some data may be dis-

carded in order to preserve “r e a s o n a b le ” timing. Another

example is to Limit the expansion of time and/or the fra c-

tion of discarde d data to a certain amount and switch

methods if the threshold is exceeded .

An important consideration , which shall not 1e dis-

cussed here , is the fi lling of gaps (i.e.. with silence or

something else). Several alternatives (which are beyond the

scope of this discussion) have been used and are discussed

in CForg 763.

5.3.2.1 ~~~~~~~ ~~~~~~~ ~~~~1i ~~~~~~~~~~~~ E)

In t h i s  method content is regarded  as the most impor-

tant part of the s t ream of p a c k e t s .  There f o re ,  -it -is

desired to deliver all packets wh ich are produced by the

source  of the s t r e a m  t r a f f i c .  T iming is cons idered
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important only to the ex ten t  that a packe t  is de l ivered in

the same sequence in which it was generated. A “late ” pack -

et -is one wh ich arrives after it is desired for output

(i.e., a f t e r  i t s  predecessor  has f in ished playout) .  In th is

method a Late packet causes al t, succeeding packets to be

delayed in playout.  thus expanding the t ime ax is  or the

Length (in t ime )  of the sentence.  An example  of th is  is

illustrated in Figure 5.2(a).

This -is the general approach taken by the network

speech compression research group at the University of

Southern California Information Sciences Institute (IS!).

In the ISI scheme ex t r eme l y  la te  out of order packe t s  are

i ~jnored.

5.3.3.2 ~~~~ ~~~ j gp~~~~ ~~~~~~ ~
)

In method I timing is considered to be of primary im-

portance. A packet (or p artial packet ) will be used only

when it is not late. By discarding Late information it -is

always possible to retain the sentence length (in time).

Figure 5.2(b) shows the previous example sentence from Fio—

ure 5.2(a) passing through method I. Notice that sentence

time is preserved but that more gaps occur than in method F.

T~~i s is true in general as we shaL l see in Later sections.

Method I -is in use by experimenters at the ~assachusetts

institute of Technolo gy Lincoln laboratory.

~
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5.3.3 E~tf Qc~~o~~ ~~~1da~iQa
An examination of the performance of several adaptive

receiving techniques is presented in this section. We begin

by considering some assumptions which render the system

tractable for analysis. The analysis is then performed. An

attempt to characterize communicati on quality is made.

Numerical  resu lts  based on the ana lys is  are presen ted in

V detail for the exponential distr ibut ions and in lesser de-

tai l for a class of I~rtan gian distributions rxtei 75].

Simulation is used to show some results with the assumptions

relaxed.

Our mode l of the system is pictured in Figure 5.3. *

period of activity , called a sentence , is initiated by the

sender at some time. (This corresponds to the detection of

no—silenc e in speech for example. ) As time prooresses the

sen tence is broken up into a sequence of segments called

packets or messages. A finite amount of time f(i) is re-

quired to filL packet i. Al so associated with each packet i

is a network transit delay y(i). Let t (i) = f(i) + y ( i )  be

the source—to—destination delay of packet i. We make the

followin g assumptions regarding the rando m variabLe t(i):

- —  - - - V _ _ _ _ _ _  _ _
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1. Independence

We shal l  assume that  each t ( i)  is chosen indepen—

dentLy from a probability distribution function

S(z) Prtt(i)<zJ .

2. Stationarity

We shal l  further assume that S (z )  is s ta t i ona ry

(i.e., 5(z) is not a function of time).

White the assumption of stati onarity is used in order

to obtain analytic results . the algorithm s (as we sha lt see)

adapt to nons ta t ionary  behav ior .

Fott owina the source—to—destination delay there -is a

(possibly zero )  des t ina t ion  buf fer ing delay for each packe t .

In particular , this buffering delay takes the value P for

the first packet of a sentence. As we see Later , P is a

func tion of S(z) and the particuLar delay monitoring aLcio—

r ithm in use.

It Is assumed that each packet requires f(i) to empty

(as well as to fill). If a packet arrives after its prede-

cessor has compLe ted emptying , then a gap occurs in the Out-

put stream (indicated in the figure by crosshatching at the

output). Obviously there is a tradeoff between the value P

and the frequency with which gaps occur. We shal l therefore

use these two parameters as our measures of performance.

Let us first consider the validity and imp lication of the

ma jor assumptions of the model.

~ 
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The purpose of this section is to present some observed

distributions of network delays and provide guidelines for

producing t r a c t a b l e  approx imat ions of these d istr ibut ions.

Both ARPANET measu rement and sim u lati on were used obtain

delay distribution examples.

The approximation derived from the independence assump-

tion of KLeinrock CKL ei 64] would suggest an Erlar,ai an

(i.e., the sum of exponentiaLs) distribut i on of delay. This

assumption renders the mode l of each channel an M/P’I1 queue

which yields an exponentiaL ly distributed system time. The

time through a series of queues therefore would folLow an

ErLangian distribution.

exact formulas have been derive d for the distribution

of message delay in an isolated non—interfere d pat h in a

network ,  for Poisson a r r i v a l s  and de te rm in i s t i c  serv ice

time. by Rub -in (see CRubi 75)). Our problem is to find the

delay distribution of a stream traffic source in a general

network which does not seem to fit the assumptions of the

previous two models . Namely the s t r e a m  o a c k e t s  must not be

alLowed to change lenqth as they proceed throug h the net-

work , and our probLem would be trivial in a non—interfered

path.

5.3.3.1.1 
~~~~&rtTtat.

The measurement experiments described in Chapter 4 pro—

v ide the d is t r ibut ions presen ted  here . In order to

~ 

- 
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eliminate the start—up effect. the first 100 samples have

been discar ded in each case. The resuLting histograms are

plotted in Figure 5.4(a—d). In (a) and (b) there is a t n —

modal behavior exh ib i ted .  Th i s s hows the e f f e c t of t he

perio dic routing update procedure quite clearly (again).

The first mode corresponds to the round— trip delay experi-

enced by a message which aLways finds empty Queues along its

path. The third mode , fatling about 45 msec after the first

mode, corres ponds to t he dela y of those messa ge s and

corr esponding end—to—end acknowLedgements (R FNM ) which must

wai t for a total of 45 msec on queues while traversing the

n e t w o r k .  This am ount of time corresponds to the trar ismis—

sian time of two routing update packets , the processin g of

four such packets (approximately two in the slower 316

nodes). or some combination of the above . The second mode,

o c c u r r i n g rou ghl y 10 msec beyond the first’ is probably  due

to the packet  (or i ts RFN M) w a i t i n g  behind the p rocess ing  of

one routing update along the way.  S ign i f i cance  couL d prob-

ably be assigned to the other peaks as well but this would

beLabor the point .

As we move to five hops Cc) and then to ten hops (d) we

notice that the trim odaL behavior ceases to appear and the

his tograms take the shape of an Ertangian density. Perhaps

K L e fnroc k ’s in dependence assumption produces an acceptab le

app roxima t ion for st ream tra f f i c  as weL L. !

_ 
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5.3.3.1.2 ~j j~~ jg~

The results of the measurement are biased by the large

over head a s s o c i a t e d  w i t h  the routing update procedure. We

-
- 

t he re fo re  resor t  to s imulat ion in order to remove this ef-

fect, to control the level of interfering traff 4 c in the

network , and to study one way delay instead of round—trip

delay. The simulation had the following characteristics:

Topology: A ring of 21 nodes and 21 fuLl duplex chart —

n e ls

Channe l capacity: 50000 bits/sec

Traffic pattern : A uniform traffic m atrix of exponen-

tial ly distributed message Lengths w ith a mean of

500 bits and Poisson arrivals as background traff-

ic. Inserted with this was one stream traffic

source sending to a destination ten hops away at a

rate of one 500 bit packet every 250 msec.

The background traffic was set to three part 4 cular 1ev-

els in order to produce .1, .5 and .9 channe l utilizat ion.

One—way network delay was measured for the stream traffic

and the resulting histograms appear in Figure 5.4(e—g). The

.1 load histogram Ce) suggests a shifted exponential density

w ith perhaps an impulse at the shift vaLue. For Load .5 and

.9 (f and g respectively ) the histograms have more of an

ErLang ian shape (with an impulse in the .5 case).

_ _ _ _ _ _ _  
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Fêgur. 5.4(a). Delay histogram (msalur m.nt. 1 hop).
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Figure 5.4(b). Delay histogram (measurement. 2 hops).
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Figure 5.4(d). Delay histogram (measurement. 10 hops)
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Figure 5.4(f). Delay histogram (simulation, load .5).
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5 . 3 . 3.1 . 3  I c 1 ~~i~ Qr2Ai~~ti2n.~
In order to obtain some analytic residts we must assume

that the delay distribution may be charact erized in a

mathematicaLly tractable form . in this sect ion we consider

some tractable approximations to the measured and simulated

delay distributions. We have aLready suggested two — (1)

the shifted exponential and (2) the Ertangian class.

Ib~ ~hif~~~ ~~u~uti~i ~i~tt i~ LL~t..iQQ

This d is t r ibut ion may be fo rmu la ted  as

0 t~~b

V S(t)
1 — (t—b)Iw
— e  t?b
w

where b is the amount of sh :ft and b+w is the mean vaLue.

Figure 5.5 shows the histogram of the simulation in Figure

5.4(e) pLotted together with a shifted exponentiaL with the

s ame mean  va lu e an d w it h b equal  to the m i n i mum o b se rve d

va lue .  Th is  appears  to be a f a i r l y  c lose f i t .

Tht Et1190g L~~iiz 21 ~i c i ~ l.ttiQa~
The shifted exponentiaL was a close fit to one of the

sample distributions. We now conside r the Erlang fam ily

which  may be formulated as

r—1 V

r/r t~— (— i e
x\x /

dS (t) = - dt

Cr—I )!

V.—
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FIgure 5.5. Shifted exponential fit to delay histogram (simulation, load • .1).

- -

_______  

138



~~~ IuIp~~ ~~~~~~~~~ ~_~V_ ~ ~~ 
___________ - 

- VV ~~ —-~~~~~~~•_ -

The formula has been w r i t t e n  so that  mean value is -indepen—

dent of r. As Kle in rock  C K L e i  75] points out on page 124,

the standard deviation of this distribution is x/sqrt (r).

(Figure 5.26 shows this density function for severa l values

of r.) -

By selectin g r one may change the coefficient of varia—

H t ion (defined to be the standard dev ia t ion  divided by the

mean ) b e t w e e n  zero  and one . Al l  the observed distributions

have coefficients of variation in this range. Figure 5.6

shows those observed h is tograms (w h i c h  appear to be E r l an g i—

an) plotted toqether with the member of the Ertang family of

the appropr ia te r and mean value. This appears to be a

c lose f it, pa r t i cu la rLy  for the simulation.
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Figure 5.6(a). Erlang fit to delay histogram (measurement, 5 hops).
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So far we have seen that neither the shifted exponen-

tial nor the Erlang fami ly is by itself sufficiently rich as
V 

to model. alt of the observed behav ior. Since each cLass did

well in a set of instances , it seems natural to consider the

closure of the two classes. The resulting class — the

shifted Erlangian — is considered here. The density func-

tion for this class may be written as

o t~ b

dS(t )  =

r—i
r ,r (t—b) \ —r (t—b) Iw
— (  ) e

V w \  w /
dt t>b

C r — i ) !

w here , a s before ,  b is the amount ~f the shi f t  and w = x —

b.

Figure 5.7 shows the fit of the histogram of the ap—

propr iate shifted Erlangian distributions together with the

observed histograms . Notice the close fit for all but the

measured distributions for one and two hops. The two which

are not well approximated with the shifted Ertang class

could It appears be approximated by a waited sum of shifted

exponentia ls, but we shall not attempt this here.

.1 - - 
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5.3.3.2 
~t~ti&ti~~j iø~tg~ c~c~ Qi !~ tvQck ~tL~~

In the study of stochastic processes , statistica l in-

depen dence is often assumed to make analysis simpLer (even

possibLe ). We make use of such an assumption here. In this

section an heuristic araument is presented to justify this

assumption. This argument is then partially substantiated

by measurement and simulation.

We assume that one of the characteristics of a stream

sourc e is that packets are emitted at relatively Large in—

tervats compared to the interval during which a packe t occu-

pies a single channe l in the network. More precisely we

- 
I have the property that the average int erarr ivat time of

p a c k e t s  f rom the s t re am source ~. >> ~ t he a v e r a g e t i m e  spen t

waiting for and using a channel . This is both an assumption

of (a) moderately low throug hput for the stream source, and

(b) low overall traffic. If (a) were not true. then the

source becomes c t a s s i f i e~ as a hi gh throughput sourc e. If

(b) were not the case then the network delays may exceed

those desired for interactive stream communication.

With this assumpti on we see that eac h packet enters the

network and is Likely to be far al,ng its way to the desti-

nation before its successor enters the network. Therefore

each packet  a r r i v e s  to find the ne twork in a state wh ich  is

“independent ’ of t he in f l u e n c e  of h is  p redecessors  w h i c h  are

no Lon ger in sight . Each packet then receives an indepen-

dent “ look”, if you wi Lt. at the network. We conclude that

the delay experienced by successive packets should be

- — -_-V__ _ __~~~~~~~
V--V-_-V__i~~~~~~~~ —— - - - -- ~~~~ -- -—-- ~~~~ —-V
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app rox ima te l y  independent.

Let us exam ine the measurement and simulation results.

A necessary ~ ~~~ ~~~ ~ 1jcit~X’ 
condition for statistical

independence is tha t of Linear independence. Linear depe n-

dence may be tested simp ly by comput ing the correlation

coeff icient (FeLl 57) (p. 221) of a sequence of delays with

itself shifted by an amount j. By changing the sP~ift j we

V 
obtain a sequence of correLation coefficients. This is

related to the “au tocor re la t ion” sequence defined in

L Oppe 75) (p. 386). Our sequence however is normalized by

first subtracting the mean from each value (which gives the

“au toc ov a r i a n c e ” sequence) and dividing the result by the

var iance of the orig ina l sequence . The resuLt  of th is  co rn—
t

putation for j = 1~ 2, ... , 200 is shown in Figure 5.~~(a— d )

for the measured sequences of delay and -in Fi gure 5.~~(e—g )

for the delay sequences produced by the s imuLa t ion  descr ibed

in the previous sec t ion .  The f igures show that a near zero

Linear dependence exists for the measured delay of 5 hops or

more and for a Load of .1 in the simulation. For a load of

.5 s u c c e s s i v e  de lays are Less than 30 percen t correlated but

beyond j 1  there is L i t tle  c o r r e L a t i o n .  As expec ted  de lay

at a Load of .9 is hi ghly correlated for the first few

vaLues of j. Parts (a) and (b) of Figure 5.8 show a regular

pat te rn  of corre lation. This is fur ther  evidence of the

periodic nature of th e i nter fe rence  of the routing update

procedure .  
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For compar ison t o  Figure 5.8 we Include Figure 5.9

which shows the correlat i on coefficient computed in the s a m e

way for a sequence of pseudo—random numbers. Its appearance

is much like Figure 5.8(c—f).

With the argument partially supported by measurement

and simu L ation . we conclude that the assumption of statisti-

cal independence Is not completely unreasonab le. We shall

proceed with this assumption as at Least the first approxi-

mation to the behavior of the actual system .

5.3.3.3 ~~~ ~rQb~kiii~x
Having s ta ted  and considered some of the impl icat ions

of the assumptions of the model , we are now prepared to

begin the anaLysis of that model. We begin by finding ex-

pr ess-ions for the probabi lity of gap occurrence as a func—

tion of the delay distribution and R (D) the distribution

wh i c h charac te r i zes  th e choice of th e des t inat ion w ait value

D. Let us begin with method E.

5.3.3.3.1 ~~~ Q~~~
jj j

~~ ~QC QL~~~~~~. ~~tf~Q~ ~

Unde r the assumption that fiLL and network delays are

each in dependent , we may find the probability w i t h  which

gaps occur in the outpu t process. Let y(i) be the network

delay and f(l) be the filL time of message i. Let t (l)

y(i) + f(i) — y(i—I ) — f (i—I ) be the differenc e In delay

ex perienced by message I and 1—1 . Then the (t(i)) are mutu-

al ly independent and Identically distributed random



var iables  s ince  we have assumed that  the -Cy( i) )  and (f (i) }

are.  Let the nth par t ia l  sum of -Ct (i)) be P(n) = P( n— 1) +

t(n) ,  and let P(0) = 0. Not ice that  P(n) = y(n)  + f (n)  —

Ey(0 )  + f(0)) .  Now Let us def ine the s t r i c t  ascending ladder

indices - C N( k ) }  for - C P ( n ) J -  as in [Prab 65) (p. 140) as fol-

l o w s :

N(0) 0

NC’) ) min(n : P(n)>0)

N( k) = min(n : n> N( k—1 ) and P( n) > P( N( k—1 ) ) )

To proceed, we need the f oLLow in g  theorem .

mgg~~
g
~. A gap in the output process in method ~ oc-

curs at message i if and only i f  i is a ladder index N (k)

for some k>0 and P(i)>D, where D is the destination wait

time.

~~~gQ1: An output aap o c c u r s  if and only if a message

arrives after it  -is needed for ptayout. If message zero

begins filling at time zero, then the time at which message

i arr ives  at the dest inat ion is

f ( 0 )  + -f(1) + ... + f ( i)  + y ( i )

(i.e., the t ime to fill all previous messages  plus the t ime

to fill message i plus the network delay of message i).

Suppose that PC -i ) ~ D for alL i. Then for each i we

have

P(i) y(i)  + f ( i)  — (y (0)  + f ( Q ) )  ~ 0 for al l i. (5.2)

The time that message one is required for playout Is

f(0) + y(0)  + D + f(U)
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(i.e., the t ime of arr ival  of messag e zero plus the destina-

tion wai t  t ime plus the time to playout messaae zero). From

equation 5.2 we have

y(1) + f(1) + f (0)  ~ y(O) + f (Q)  + 0 + f (O) .

There fore message one is not Late and does not cause a gap.

Equation 5.2 may be rewritten as

f(i) + y C i )  ~ y(0) + fCC )  + 0.

By adding f (0)  + f(1) + ... + f ( i— 1)  to both sides we have

i—i i—i
~~~~~ f j  + f (i)  + y(i)  < ~~ f (j )  + y ( 0 )  + f (0) + 0.

3=0 j 0

I I Thi s states that message i arr i ves  at or before its required

t ime. Hence no gaps w i l l  occur when PCI )  ~ 0 for all i.

Suppose, on the other hand , that there exists an i s u c h

that PCi) > 0. Choose ki to b~ the minimum such i. Then kl

is a ladder index by definition , since it is the first oc-

currence of a value of PCI) greater than 0. We have

f(0) + y(O) + 0 < f(kl) + y(kl)

and therefore

kl— 1 kl— 1
fCC ) + yCO) + D + E 

f (j )  < 
~~ 

f (j )  + f (k l)  + y(kl)

and hence the first gap occurs at Ladder index ki whose

value P(k l)  is f i r s t  to exceed  D .

A f t e r  the occur ren ce of th is  gap at ki. message k i Is

output Immed iate ly  upon a r r i val  and t h e r e f o r e  messa ge kl+1

wI l l  be needed at ti m e

_ 
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k l
~~f(j) + y(k l)  + f(kl)
j~ 0

The next gap, if any~ w i l l  occur at message k? where  k2 is

the minimum i for wh ich

I ki i—I
~~f(j) + yCi) > ~~~f (j )  + y (kl ) + E f(j)

j = Q j =0 j = k l

(i.e., message i arrives after it is needed for playout) .

The following three statements are each equivalent to the

last -

f ( i) + y( i)  > f (k i)  + y(k l)

f ( i) + y( i)  — f ( Q )  — y (O) > f ( k l)  + y C k i )  — y(0)  — f (0)

F(i) >

There fore ,  s ince k2 was  chosen as the minimum such i, k2 is

the L adder index immediately following ki.

we may now prov e the general case by induction. assume

that the first n—i gaps occurred at the first n— i Ladder

indices whose values are greater thar~ 0. Let I be the last

ladder index at which a gap occurred. After the occurrence

o f this gap at I. message t is outpu t immediately upon ar-

rival (as was message ki) and therefore message 1+1 w i ll be

needed at t ime

I

~~f(j) + y C t )  + f(t)
1=0 _

The next gap, if any w i L L  occur at message Li where  Li is

the m inimum i for which

_  -V - -V - _ - — V - - V V --V-- -
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I 1 1—1
~~f(j) + y ( i )  > E f C 3) + y ( l )  + ~~ f-~j)

- 

- j=0 j=0 j=L

(i.e., message i arr ives a fter  it is needed for playout) .

Once again~ the fo l low ing  three statements are each

equivaLent to the Last.

- I f ( j )  + y ( 1)  > f(l) + y ( L)

f(i) + y ( i )  — f(0) — y(0) > f(l) + yU) — y (O)  — f (0) 
—

PCI) > PU)

Hence Ii is the Ladder index immedia te ly  following I.

Therefore  each ladde r index whose cor responding va lue  is

greater  than D has an assoc ia ted gap; and a gap occurs  ont~
at a ladder index whose corresponding value Is greater  than

V D.

Thus the probabi l i ty  that the k th  messa ge in a sentence

produces a gap is equaL to the probabi l i ty  that k is a

Ladder index and P(k) > 0. I.e.,

Prtgap k,D) = Pr(k is a ladder index and P(k)>D)

Accord ing  to EPrab 65) (p .  141) we have

PrE gap J k,D] PrEP( k) >O ,  PCk—1)>O,..., P(1)>0, and

P C k ) > D J

Since P(k)>D implies P(k)>O and P(1) Is guaranteed to be

greater  than zero .  we have

Prt gap 1 k,D) = PrEP (k)>D, pCk—1)>O,..., P(2)>O)

Assume that the (fill plus network) delay Is distributed

w i t h  probab i l i ty  d is t r ibut ion funct ion SCy) ,  that the delay

_ _ _ _ _ _ _ _ _  
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of the f i r s t  message in the sentence is t , and that  ~ is the

dest inat ion wa i t  t ime. Then

k—2
Pr tgap I k,t,D) = (1—S (t+D))C1—S (t))

W e may remove the condit ion on k to  obtain the p robab i l i t y

that a gap occurs  at a randoml y selec ted messa ge in a sen-

tence of length n. given t and 0, i.e..

1 n k—2
Prigap I t ,D.n) = — 

~~~ C 1— S ( t + D ) ) C 1 — S ( t ) 3
n k =2

Removing the condi t ion on t we have

1 n—2 p~~ Ic
PrCgap ( D.n) = — 

~~ 
j C 1— S ( t + 0 ) ] E i— S ( t ) )  dS (t )

fl k=0 Jt=0

Remov ing the condition on 0 we have

l n-2 too too Ic
PrEgap In) = — 

~~ / J C1—S (t+D)]E1—S (t)) dS (t)dR (D)
n k 0 .“D=O t=0

(5.3)

where  R( D)  is the d is t r ibut ion funct ion of the des t ina t ion

wa i t  time D. S ince

n
n—I I I—x

i 0  1—x

— 
we have

1 (00 coo 1— ( 1— S C t ) )
PrEgap In) — f ~I C 1— S ( t + D ) )  d S ( t ) d R C D)

nJD O Jt =O S ( t )
C 5 .4 )
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We shal l evaLuate this expression numerical ly in succeeding

sections.

5.3.3.3.2 
~~~ PLQb~biJII1~ f~c ~~~~~~~ ftt !1~~ ~

Since there is no expansion of the t ime  ax is  in method

1. -we expect  that whe n a message exceeds  the delay of the V

f i r s t  message by more than 0 a gap results .  The dest inat ion

ar r i vaL  t ime of mes sage k is (as be fo re)  a iven by

Ic
~~~f (j )  + y ( k )
j =0

t The t ime at which message k is required is

k— i
f ( 0 )  + + 0 + 

E~~~~~~ i

Hence we have a gap whenever

k k—i
~~ f(j) + y C k )  > f (0)  + y (0)  + 0 +

5 =0 j =0

or

f ( k )  + y (k)  > f (0)  + y(O) + 0.

There fo re  the probabi l i ty  of a gap at mes sa ge k~ g iven that

• f C C )  + y (0)  = t and 0 is the destination wait time, is 1—

S(t+D). For sentences of Length n messages we have

- - I n—i n—i
Prfgap t,D,n] = — 

~~~~ C i — S ( t +D)) = — C 1 — S C t + D ) )
n k 1 n

Removing the conditi on on t we have

- 
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n— i too- ! PrCgap 1 D.n] = — — —  

~ 
C 1— S ( t + D ) )  d S ( t )

n J t0

- 
- 

Removing the condi t ion on 1) we have

n— i coo too
PrEgap 1 

n) ——— ~I E i— S ( t + D ) ) dS ( t )dP ( D)  (5.5)
n J D O  J t 0

Comparing the right hand side of thi s to that of equat ion

5.3 we not-ice , as expected . that this expression is Larger.

Therefore ,  in genera l. the gap probabi l i ty  is lower  in

method £ than in method 1. Numerical results appear beLow.

5.3.3.i. 
~~~~~~

In the previous two sections we hav e assumed a distri—

but -ion for the destination wait time 0. The purpose of this

section is to explore some possible delay predictors each

yielding a distr i” ut i on function for D. Three schemes are

discussed and all are based on monitoring which may be ocr—

formed at the destination node. The first scheme predicts

delay variation by computing the range of delay for previous

sam pLes. We have found that this scheme “ learns ” qu ickly

but performs poorly when occasiona l Lon g delays occur. In

order to ignore these “spikes ” in delay , and thus achieve

sma lLer 0, we introduce the second scheme which views onLy

that portion of the range below a threshoLd. The third

scheme attempts to track the changing delay by modifying an

internaL counter to predict message arrival times.

L T he bas i c  id ea then, -in each scheme . is to measure the 

-~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~ -- -—-----— - -V- V- -  ----~~ 
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delay, and based on the information gained, to make some

inteLl igent choice for t~ at each sentence boundary . It is

clear  that the Larger  is 0 the fewer  are the gaps which will

occur in the Output stream . However, Large D tends to des-

troy the interactive nature of the communication. Ideally a

sc heme would “op tim ally ” balance these two properties. It

is difficult to define optimality here. However, the fol-

low ing general statement holds: Large destination wait time

and/or frequent gap occurrence each yield a poor quality of

commun ication. -

5.3.3.4.1 
~~~~~~~~ ~~~~~

In both playback methods, if the delay of a message

w i th in  a sentence exceeds  the de lay  of the f i rs t  message of

that sentence by more than D, then at Least one gap w i l l

occur .  The to taL  range of the prev ious m (m>1 ) samples is a

pess im is t i c  es t ima te  for the d i f f e r e n c e  be tween m ax imum

delay w i th in  a sentence and the delay of the f i r s t  message

In that  sentence. It is pessimistic because , on the aver-

age, the first delay wilt faLL somewhere between the cx—

tremes. The problem is to find the distribution of the

ran ge of m samples. Our derivat ion below foLLows that of

(Gumb 67] (pp. 97—98). We begin with the joint probability

that t is the minimum (denoted t min ) and t+z is the maximum

(denoted t+z=max ) among m sampLes each drawn independent Ly

from distribution SCy).
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PrCt min, t +z ma x I m samp les )

= PrEat (east  one samp le = t.

at Least  one sampLe = t+z,  and

m— 2 samples  f a l l  in the interval  (t .t+z]  ]

m—2
V - 

= m dS(t )  ( rn—i )  dS (t +z )  C S ( t + z ) — S ( t ) )

By removing the condi t ions on t and t +z  we f ind tha t  the

distr ibut ion of  range R( D I m) Pr[ ranqe~~D m sampLes )  is

given by

coo (D m-2
R( D I a) = m C m — 1 ) C S ( t + z ) — S ( t ) )  dS ( t+z )  dS(t )

1t0  Iz0

YieLd ing

too  rn-I
R( D I a) = m~~ C S ( t + D ) — S ( t ) 3  dS (t) (5.6)

Jt= O

This equation cannot be reduced fu r the r  w i thou t  knowledge of

5(t ) .

5.3.2 .4.2 
~~~~~~~~ ~~r~ j~at  ~~~~~

The full rang e es t ima te  funct ions f a i r l y  we l l  (as we

show La te r)  but it is not wi thout  f au l t .  Since the en t i r e

range is used, iso Lated  cases  of high delay cause an unduLy

Large value to be chosen for the next des t ina t ion  wa i t  t ime.

For this reason we w i s h  to examine the par t ia l range of m

samples where the Ii highest values are ignored (a>1 and

k<m— 1) .  We w ish  to find, as before. the d istr ibut ion R( 0 I

11._il _i i l l
-— 
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m,k) of the par t ia l  range g iven the d is t r ibut ion S( y ) from

which the m samples are chose n.

We begin, as before, w i t h  the jo in t  probabi l i ty that t
-- 

and t +z are among the a samples drawn from S(y) ,  where t is

the minimum, and t+z is the maximum among the rn—k smaLLes t

samples.

Pr td rawing  such a sampLe )

= PrEat least one sam ple = t,

at least one sample = t+z,

rn—k— ? samples are -in Et ,t+z] ,  and there are

k samples which exceed  t +z ]

rn—k—? ,m—2~
= mdS ( t ) ( m— 1) dS ( t+ z ) ES ( t+ z )— S ( t ) )  )E 1—S (t+z ) )

There fore

~m—2
R(0 I m,k) = m ( m— i ) (

(oo PD m—k-2 k
- k j  J C S ( t + z ) — S ( t ) )  C I — S ( t + z ) ]  dS (t+z )dS (t )

Jt=0 z 0
- 

- (5.7)

5.3.3.4.3 ~ ~ii~ x tuc.ktt
A t h i r d me t hod of deLay p red ic t ion  was developed by

James Forgle EForg 76a) of the Massachuse t t s  Inst i tute of —

Tec hnoLogy Linco ln Laboratory , Lexington , Massachusetts. It

compares the t ime stamp of an arr iv ing messa ge w i t h  the

“ar r i vaL  c lock ”  and ad jus t s that c lock  by plus (or minus)

_ _ _ _  
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one count if the message a r r i ved  e a r l i e r  (or l a te r)  than

predicted by the clock value .. At the beginning of  a sen-

tence a quantity called the “reconstitution elelay ” c is sub-

tracted from the arriva l clock to set the ptayout clock. It

is important to note that  the value of c is chosen at the

beginning of a conversa t ion  by the use r .  The wa i t i ng  packet

begins playout when the playout c lock  reaches the va lue of

the t ime stamp w i th in  the packe t . Time is measured in units

equal to a f rame s ize  (19.2 asec for Linear P red i c t i ve  Cod-

ing. LPC, algorithm used experimentally for speech commun i-

cation in the ARPANET , see (Cohe 76)) and the clock is in-

creased by one at each frame time.

Figure 5.10 i l l us t ra tes  the opera t ion  of the a lgor i thm.

The f i r s t  message of the samp le. over  w h i c h  the a r r i va l

c lock  a (x )  is ad jus ted .  a r r i ves  at the des t ina t ion  and m l —

tiates the clock value (assumed to be at t ime z e r o ) .  The

t ime stamp in each message  is shown as the ord inate  of a dot

at the point (x ,y) .  where  x is the a r r i va l time of the mes—

- 
- sage at the des t ina t ion  and y is the t ime stamp w i th - i n that

message. Notice that an “e a r l y” arrival has its time stamp

above the arrival clock and a “late ” arrival appears below.

The arrival clock therefore attempts to “track” the points

(x,y) by adding one at points where y ) a ( x )  and subtracting

one where y < a (x ) .  Were  the c L o c k  unad jus ted~ the va lue

would be f l o o r C x )  (the Larges t  in teger less than or equal to

x ) .  Let the c L o c k  d i f f e r e nc e  1(x )  be def ined to be a (x )  —

f lo o r(x ) .  Then a (x )  p red ic ts  the t ime stamp of a messa ge
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